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Graphics
accelerators



Te�hnology development

Shared memory �y�tem�
Di�tributed memory �y�tem�
Graphi�� a��elerator�

http�://top500.org



Graphi�� a��elerator�:
development

Spe�ial �ir�uit� for 2D and 3D a��eleration
pixel operation�
high level of parallelization

CUDA, Nvidia, 2006
�hader� that �an a��elerate 2D or 3D
general-purpo�e programming

Integration to �uper�omputer�
Enormou� in�rea�e in �omputing power

Natoli: http�://www.nextplatform.�om/2019/07/10/a-de�ade-of-a��elerated-�omputing-augur�-well-for-gpu�/



Graphi�� a��elerator�:
CPU ar�hite�ture

General purpo�e �y�tem
Serial �ode & parallel hardware
Complex �ontrol unit
Large �a�he
OS ��hedule� thread�



Graphi�� a��elerator�:
Graphi�� a��elerator� ar�hite�ture

Fo�u� on parallel exe�ution
More �ili�on for �omputational unit�

�lim �ontrol unit�, le�� �a�he
divergen�e� in �ode �low down the exe�ution
(�ingle in�tru�tion multiple data)

A ma��ive number of parallel thread�
hiding memory a��e�� laten�y

Hardware dynami�ally ��hedule� thread�



Graphi�� a��elerator�:
Hiearar�hy

pro�e��or�: �ompute unit� and pro�e��ing element�
memory: global, �hared, regi�ter�
thread�: grid, blo�k, warp, thread

It i� not �imple to adapt exi�ting CPU �ode for
graphi�� a��elerator�



Graphi�� a��elerator�:
Perfe�t ta�k�

Exe�ution of the �ame �ode on different data
Data i� divided among a va�t number of thread�
Straightforward �ode without divergen�e�
A lot of �omputation with little data tran�fer�



Neural
networks



Neural network�:
Intro

General-purpo�e mathemati�al model�
A lot of free parameter�
Different learning algorithm�
Librarie�

building blo�k�
modelling, learning, inferen�e vir: http�://medium.�om/analyti��-vidhya/not-torturing-in-learning-pytor�h-b2f7f169923a



Neural network�:
Multilayered per�eptron

Fully �onne�ted model
Inferen�e at one layer

input value� are multiplied by �ynapti� weight�
a �um of value� on all �ynap�e�
a�tivation fun�tion give� output



Neural network�:
Multilayered per�eptron

Fully �onne�ted model
Inferen�e at one layer

input value� are multiplied by �ynapti� weight�
a �um of value� on all �ynap�e�
a�tivation fun�tion give� output

Mathemati�al de��ription:
matrix multipli�ation
the produ�t of the input ve�tor (matrix) and
weight matrix give� the output ve�tor (matrix) Output� = Weight� x Input�



Neural network�:
YOLO-v4 tiny ba�kbone

Image pro�e��ing
Many �onvolutional layer�
Inferen�e

Pilipović et. al. An approximate GEMM unit for energy-effi�ient obje�t dete�tion, Sen�or� 21 (12), 4195, 2021



Neural network�:
YOLO-v4 tiny ba�kbone

Convolution of filter� and image
Ten�or�

Pilipović et. al. An approximate GEMM unit for energy-effi�ient obje�t dete�tion, Sen�or� 21 (12), 4195, 2021



Neural network�:
YOLO-v4 tiny ba�kbone

Convolution of filter� and image
Ten�or�
Matrix multipli�ation

By unfolding filter and image data in a proper way,
�onvolution be�ome� matrix multipli�ation

Pilipović et. al. An approximate GEMM unit for energy-effi�ient obje�t dete�tion, Sen�or� 21 (12), 4195, 2021



Neural network�:
YOLO-v4 tiny ba�kbone

Training
pre�enting the neural network with a �et of pair�
(input�, �orre�t output�)
inferen�e + weight adaptation
model error de�rea�e�

Large language model� u�e �imilar idea�
For fa�t �omputation, we mu�t try keeping model parameter�
(and data) in graphi�� a��elerator�' memory

error

epo�h



Matrix
operations



Matrix multipli�ation:
FMA operation

Fu�ed multiply and add
d = c + a x b
multiplier, adder, rounding

Addition
an a��umulator to �tore intermediate re�ult
output from the a��elerator goe� to the adder input
one addition in ea�h �lo�k �y�le



Matrix multipli�ation:
FMA and matri�e�

C = A x B
To get one element in C

walking a row of A and �olumn of B
in ea�h �tep:

multipli�ation of element�
addition of the produ�t to the �urrent �um

Can do all element� of C in parallel
The larger i� C, the more graphi�� a��elerator� ex�el



Matrix multipli�ation:
FMA and matri�e�

Getting data
naïve approa�h: ea�h thread read� data from memory
optimized approa�h:

�a�hing
fir�t, thread� read all data
�e�ond, they �ompute their element� in C
Ea�h element i� tran�ferred only on�e



Matrix multipli�ation:
GEMM unit

D = C + A x B
We �an do 4 x 4 matrix multipli�ation in one �lo�k �y�le

multiplier� and adder� are de�i�ion �ir�uit�
we �an �ombine them into a GEMM unit
a �ir�uit with 64 multiplier�

Commer�ial name�
TPU, ten�or �ore, neural pro�e��ing unit,
neural engine, matrix �ore

Pilipović et. al. An approximate GEMM unit for energy-effi�ient obje�t dete�tion, Sen�or� 21 (12), 4195, 2021



Matrix multipli�ation:
Laying tile�

We divide ea�h matrix into �ubmatri�e� of �ize 4 x 4
The �ize of �ubmatri�e� �orre�pond� to the GEMM unit �ize
Multipli�ation

load a �ubmatrix of A and a �ubmatrix of B
multiply and add to the �orre�ponding �ubmatrix of C



Conclusion



Con�lu�ion

New �omplex hardware unit� to �peed inferen�e and training of
new neural network model�
Number repre�entation

double-pre�i�ion, �ingle-pre�i�ion,
half-pre�i�ion, quarter-pre�i�ion
betting on adaptive �apabilitie� of neural network model�
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