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Fifty years ago in Ethiopia, paleoanthro-
pologists unearthed the 3.2-million-year-old 
skeleton known as “Lucy” and transformed 
our views of humanity’s origins. This 
reconstruction was created by rebuild-
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afarensis. Today, Lucy 
faces competition for the 
role of our direct ances-
tor but remains the best 
candidate. See page 20. 
Credit: Reconstruction and 
photo by John Gurche

SCIENCE (ISSN 0036-8075) is published weekly on Friday, except last week in December, by the American Association for the Advancement of Science, 1200 New York Avenue, NW, Washington, DC 20005. Periodicals mail 
postage (publication No. 484460) paid at Washington, DC, and additional mailing offices. Copyright © 2024 by the American Association for the Advancement of Science. The title SCIENCE is a registered trademark of the AAAS. Domestic 
individual membership, including subscription (12 months): $165 ($74 allocated to subscription). Domestic institutional subscription (51 issues): $2627; Foreign postage extra: Air assist delivery: $107. First class, airmail, student, and 
emeritus rates on request. Canadian rates with GST available upon request, GST #125488122. Publications Mail Agreement Number 1069624. Printed in the U.S.A.
Change of address: Allow 4 weeks, giving old and new addresses and 8-digit account number. Postmaster: Send change of address to AAAS, P.O. Box 96178, Washington, DC 20090–6178. Single-copy sales: $15 each plus shipping and 
handling available from backissues.science.org; bulk rate on request. Authorization to reproduce material for internal or personal use under circumstances not falling within the fair use provisions of the Copyright Act can be obtained 
through the Copyright Clearance Center (CCC), www.copyright.com. The identification code for Science is 0036-8075. Science is indexed in the Reader’s Guide to Periodical Literature and in several specialized indexes.

C O NTEN TS

DEPARTMENTS

9 Editorial 
Don’t bury Mexico’s biodiversity capacity 
By R. A. Medellin and J. Soberón

41 Prize Essay
Planting a chemical flag on antigens
By A. M. Kunjapur

134 Working Life
Beyond words  By D. Meuthen

Science Staff ..................................................6
New Products ..............................................131
Science Careers ......................................... 132

48

124

Trichomes zip up and close tomato floral structures to ensure self-pollination.

The dynamics of magnetization in spin chains 
simulated on a superconducting quantum processor

0405TOC_18175339.indd   5 4/2/24   5:11 PM



We are in the middle of 2nd Quantum Revolution:

Exploiting quantum mechanics for achieving 

computational/communication/technological advantage

Google’s Quantum Computer



Ultimate goal: Fault Tolerant Quantum Computing 

facilitating Error Correction (large overheads!) 

At the moment decoherence still too detrimental 

We are in the era of  
NISQ (Noisy Intermediate Scale Quantum) devices 

Can NISQ give us practical advantage/utility?



2019: The First Claim of Quantum Supremacy
Google Quantum AI simulation of RANDOM QUANUTM CIRCUITS
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developed fast, high-fidelity gates that can be executed simultaneously 
across a two-dimensional qubit array. We calibrated and benchmarked 
the processor at both the component and system level using a powerful 
new tool: cross-entropy benchmarking11. Finally, we used component-
level fidelities to accurately predict the performance of the whole sys-
tem, further showing that quantum information behaves as expected 
when scaling to large systems.

A suitable computational task
To demonstrate quantum supremacy, we compare our quantum proces-
sor against state-of-the-art classical computers in the task of sampling 
the output of a pseudo-random quantum circuit11,13,14. Random circuits 
are a suitable choice for benchmarking because they do not possess 
structure and therefore allow for limited guarantees of computational 
hardness10–12. We design the circuits to entangle a set of quantum bits 
(qubits) by repeated application of single-qubit and two-qubit logi-
cal operations. Sampling the quantum circuit’s output produces a set 
of bitstrings, for example {0000101, 1011100, …}. Owing to quantum 
interference, the probability distribution of the bitstrings resembles 
a speckled intensity pattern produced by light interference in laser 
scatter, such that some bitstrings are much more likely to occur than 
others. Classically computing this probability distribution becomes 
exponentially more difficult as the number of qubits (width) and number 
of gate cycles (depth) grow.

We verify that the quantum processor is working properly using a 
method called cross-entropy benchmarking11,12,14, which compares how 
often each bitstring is observed experimentally with its corresponding 
ideal probability computed via simulation on a classical computer. For 
a given circuit, we collect the measured bitstrings {xi} and compute the 
linear cross-entropy benchmarking fidelity11,13,14 (see also Supplementary 
Information), which is the mean of the simulated probabilities of the 
bitstrings we measured:

F P x= 2 " ( )# − 1 (1)n
i iXEB

where n is the number of qubits, P(xi) is the probability of bitstring xi 
computed for the ideal quantum circuit, and the average is over the 
observed bitstrings. Intuitively, FXEB is correlated with how often we 
sample high-probability bitstrings. When there are no errors in the 
quantum circuit, the distribution of probabilities is exponential (see 
Supplementary Information), and sampling from this distribution will 
produce F = 1XEB . On the other hand, sampling from the uniform  
distribution will give "P(xi)#i = 1/2n and produce F = 0XEB . Values of FXEB 
between 0 and 1 correspond to the probability that no error has occurred 
while running the circuit. The probabilities P(xi) must be obtained from 
classically simulating the quantum circuit, and thus computing FXEB is 
intractable in the regime of quantum supremacy. However, with certain 
circuit simplifications, we can obtain quantitative fidelity estimates of 
a fully operating processor running wide and deep quantum circuits.

Our goal is to achieve a high enough FXEB for a circuit with sufficient 
width and depth such that the classical computing cost is prohibitively 
large. This is a difficult task because our logic gates are imperfect and 
the quantum states we intend to create are sensitive to errors. A single 
bit or phase flip over the course of the algorithm will completely shuffle 
the speckle pattern and result in close to zero fidelity11 (see also Sup-
plementary Information). Therefore, in order to claim quantum suprem-
acy we need a quantum processor that executes the program with 
sufficiently low error rates.

Building a high-fidelity processor
We designed a quantum processor named ‘Sycamore’ which consists 
of a two-dimensional array of 54 transmon qubits, where each qubit is 
tunably coupled to four nearest neighbours, in a rectangular lattice. The 

connectivity was chosen to be forward-compatible with error correc-
tion using the surface code26. A key systems engineering advance of this 
device is achieving high-fidelity single- and two-qubit operations, not 
just in isolation but also while performing a realistic computation with 
simultaneous gate operations on many qubits. We discuss the highlights 
below; see also the Supplementary Information.

In a superconducting circuit, conduction electrons condense into a 
macroscopic quantum state, such that currents and voltages behave 
quantum mechanically2,30. Our processor uses transmon qubits6, which 
can be thought of as nonlinear superconducting resonators at 5–7 GHz. 
The qubit is encoded as the two lowest quantum eigenstates of the 
resonant circuit. Each transmon has two controls: a microwave drive 
to excite the qubit, and a magnetic flux control to tune the frequency. 
Each qubit is connected to a linear resonator used to read out the qubit 
state5. As shown in Fig. 1, each qubit is also connected to its neighbouring 
qubits using a new adjustable coupler31,32. Our coupler design allows us 
to quickly tune the qubit–qubit coupling from completely off to 40 MHz. 
One qubit did not function properly, so the device uses 53 qubits and 
86 couplers.

The processor is fabricated using aluminium for metallization and 
Josephson junctions, and indium for bump-bonds between two silicon 
wafers. The chip is wire-bonded to a superconducting circuit board 
and cooled to below 20 mK in a dilution refrigerator to reduce ambient 
thermal energy to well below the qubit energy. The processor is con-
nected through filters and attenuators to room-temperature electronics, 

Qubit Adjustable coupler

a

b

10 mm

Fig. 1 | The Sycamore processor. a, Layout of processor, showing a rectangular 
array of 54 qubits (grey), each connected to its four nearest neighbours with 
couplers (blue). The inoperable qubit is outlined. b, Photograph of the  
Sycamore chip.
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single-qubit gates chosen randomly from X Y W{ , , } on all qubits, 
followed by two-qubit gates on pairs of qubits. The sequences of gates 
which form the ‘supremacy circuits’ are designed to minimize the circuit 
depth required to create a highly entangled state, which is needed for 
computational complexity and classical hardness.

Although we cannot compute FXEB in the supremacy regime, we can 
estimate it using three variations to reduce the complexity of the circuits. 
In ‘patch circuits’, we remove a slice of two-qubit gates (a small fraction 
of the total number of two-qubit gates), splitting the circuit into two 
spatially isolated, non-interacting patches of qubits. We then compute 
the total fidelity as the product of the patch fidelities, each of which can 
be easily calculated. In ‘elided circuits’, we remove only a fraction of the 
initial two-qubit gates along the slice, allowing for entanglement 
between patches, which more closely mimics the full experiment while 
still maintaining simulation feasibility. Finally, we can also run full 
‘verification circuits’, with the same gate counts as our supremacy cir-
cuits, but with a different pattern for the sequence of two-qubit gates, 
which is much easier to simulate classically (see also Supplementary 
Information). Comparison between these three variations allows us to 
track the system fidelity as we approach the supremacy regime.

We first check that the patch and elided versions of the verification 
circuits produce the same fidelity as the full verification circuits up to 
53 qubits, as shown in Fig. 4a. For each data point, we typically collect 
Ns = 5 × 106 total samples over ten circuit instances, where instances 
differ only in the choices of single-qubit gates in each cycle. We also 
show predicted FXEB values, computed by multiplying the no-error prob-
abilities of single- and two-qubit gates and measurement (see also Sup-
plementary Information). The predicted, patch and elided fidelities all 
show good agreement with the fidelities of the corresponding full cir-
cuits, despite the vast differences in computational complexity and 
entanglement. This gives us confidence that elided circuits can be used 
to accurately estimate the fidelity of more-complex circuits.

The largest circuits for which the fidelity can still be directly verified 
have 53 qubits and a simplified gate arrangement. Performing random 
circuit sampling on these at 0.8% fidelity takes one million cores 130 
seconds, corresponding to a million-fold speedup of the quantum pro-
cessor relative to a single core.

We proceed now to benchmark our computationally most difficult 
circuits, which are simply a rearrangement of the two-qubit gates. In 
Fig. 4b, we show the measured FXEB for 53-qubit patch and elided ver-
sions of the full supremacy circuits with increasing depth. For the larg-
est circuit with 53 qubits and 20 cycles, we collected Ns = 30 × 106 samples 
over ten circuit instances, obtaining F = (2.24 ±0.21) × 10XEB

−3  for the 
elided circuits. With 5σ confidence, we assert that the average fidelity 

of running these circuits on the quantum processor is greater than at 
least 0.1%. We expect that the full data for Fig. 4b should have similar 
fidelities, but since the simulation times (red numbers) take too long to 
check, we have archived the data (see ‘Data availability’ section). The 
data is thus in the quantum supremacy regime.

The classical computational cost
We simulate the quantum circuits used in the experiment on classical 
computers for two purposes: (1) verifying our quantum processor and 
benchmarking methods by computing FXEB where possible using sim-
plifiable circuits (Fig. 4a), and (2) estimating FXEB as well as the classical 
cost of sampling our hardest circuits (Fig. 4b). Up to 43 qubits, we use 
a Schrödinger algorithm, which simulates the evolution of the full quan-
tum state; the Jülich supercomputer (with 100,000 cores, 250 terabytes) 
runs the largest cases. Above this size, there is not enough random access 
memory (RAM) to store the quantum state42. For larger qubit numbers, 
we use a hybrid Schrödinger–Feynman algorithm43 running on Google 
data centres to compute the amplitudes of individual bitstrings. This 
algorithm breaks the circuit up into two patches of qubits and efficiently 
simulates each patch using a Schrödinger method, before connecting 
them using an approach reminiscent of the Feynman path-integral. 
Although it is more memory-efficient, the Schrödinger–Feynman algo-
rithm becomes exponentially more computationally expensive with 
increasing circuit depth owing to the exponential growth of paths with 
the number of gates connecting the patches.

To estimate the classical computational cost of the supremacy circuits 
(grey numbers in Fig. 4b), we ran portions of the quantum circuit simu-
lation on both the Summit supercomputer as well as on Google clusters 
and extrapolated to the full cost. In this extrapolation, we account for 
the computation cost of sampling by scaling the verification cost with 
FXEB, for example43,44, a 0.1% fidelity decreases the cost by about 1,000. 
On the Summit supercomputer, which is currently the most powerful 
in the world, we used a method inspired by Feynman path-integrals that 
is most efficient at low depth44–47. At m = 20 the tensors do not reason-
ably fit into node memory, so we can only measure runtimes up to m = 14, 
for which we estimate that sampling three million bitstrings with 1% 
fidelity would require a year.

On Google Cloud servers, we estimate that performing the same task 
for m = 20 with 0.1% fidelity using the Schrödinger–Feynman algorithm 
would cost 50 trillion core-hours and consume one petawatt hour of 
energy. To put this in perspective, it took 600 seconds to sample the 
circuit on the quantum processor three million times, where sampling 
time is limited by control hardware communications; in fact, the net 

Single-qubit gate:
25 ns

Qubit
XY control

Two-qubit gate:
12 ns

Qubit 1
Z control

Qubit 2
Z control

Coupler

Cycle 1 2 3 4 5 6 m
Time

ColumnRow

7 8

A B C D C D BA

A

B

D

C

ba

W

W

X

X

Y

0

0

0

0

0

Fig. 3 | Control operations for the quantum supremacy circuits. a, Example 
quantum circuit instance used in our experiment. Every cycle includes a layer 
each of single- and two-qubit gates. The single-qubit gates are chosen randomly 
from X Y W{ , , }, where  W X Y= ( + )/ 2  and gates do not repeat sequentially. 
The sequence of two-qubit gates is chosen according to a tiling pattern, 
coupling each qubit sequentially to its four nearest-neighbour qubits. The 

couplers are divided into four subsets (ABCD), each of which is executed 
simultaneously across the entire array corresponding to shaded colours. Here 
we show an intractable sequence (repeat ABCDCDAB); we also use different 
coupler subsets along with a simplifiable sequence (repeat EFGHEFGH, not 
shown) that can be simulated on a classical computer. b, Waveform of control 
signals for single- and two-qubit gates.
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However, initial claims were soon challenged & 
refuted by improved classical algorithms!
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Evidence for the utility of quantum 
computing before fault tolerance

Youngseok Kim1,6 ✉, Andrew Eddins2,6 ✉, Sajant Anand3, Ken Xuan Wei1, Ewout van den Berg1, 
Sami Rosenblatt1, Hasan Nayfeh1, Yantao Wu3,4, Michael Zaletel3,5, Kristan Temme1 & 
Abhinav Kandala1 ✉

Quantum computing promises to offer substantial speed-ups over its classical 
counterpart for certain problems. However, the greatest impediment to realizing its 
full potential is noise that is inherent to these systems. The widely accepted solution 
to this challenge is the implementation of fault-tolerant quantum circuits, which is 
out of reach for current processors. Here we report experiments on a noisy 127-qubit 
processor and demonstrate the measurement of accurate expectation values for 
circuit volumes at a scale beyond brute-force classical computation. We argue that this 
represents evidence for the utility of quantum computing in a pre-fault-tolerant era. 
These experimental results are enabled by advances in the coherence and calibration 
of a superconducting processor at this scale and the ability to characterize1 and 
controllably manipulate noise across such a large device. We establish the accuracy  
of the measured expectation values by comparing them with the output of exactly 
verifiable circuits. In the regime of strong entanglement, the quantum computer 
provides correct results for which leading classical approximations such as pure-state- 
based 1D (matrix product states, MPS) and 2D (isometric tensor network states, 
isoTNS) tensor network methods2,3 break down. These experiments demonstrate a 
foundational tool for the realization of near-term quantum applications4,5.
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It is almost universally accepted that advanced quantum algorithms 
such as factoring6 or phase estimation7 will require quantum error cor-
rection. However, it is acutely debated whether processors available at 
present can be made sufficiently reliable to run other, shorter-depth 
quantum circuits at a scale that could provide an advantage for prac-
tical problems. At this point, the conventional expectation is that the 
implementation of even simple quantum circuits with the potential 
to exceed classical capabilities will have to wait until more advanced, 
fault-tolerant processors arrive. Despite the tremendous progress 
of quantum hardware in recent years, simple fidelity bounds8 sup-
port this bleak forecast; one estimates that a quantum circuit 100 
qubits wide by 100 gate-layers deep executed with 0.1% gate error 
yields a state fidelity less than 5 × 10−4. Nonetheless, the question 
remains whether properties of the ideal state can be accessed even 
with such low fidelities. The error-mitigation9,10 approach to near-term 
quantum advantage on noisy devices exactly addresses this ques-
tion, that is, that one can produce accurate expectation values from 
several different runs of the noisy quantum circuit using classical  
post-processing.

Quantum advantage can be approached in two steps: first, by dem-
onstrating the ability of existing devices to perform accurate computa-
tions at a scale that lies beyond brute-force classical simulation, and 
second by finding problems with associated quantum circuits that 
derive an advantage from these devices. Here we focus on taking the 

first step and do not aim to implement quantum circuits for problems 
with proven speed-ups.

We use a superconducting quantum processor with 127 qubits to 
run quantum circuits with up to 60 layers of two-qubit gates, a total of 
2,880 CNOT gates. General quantum circuits of this size lie beyond what 
is feasible with brute-force classical methods. We thus first focus on 
specific test cases of the circuits permitting exact classical verification 
of the measured expectation values. We then turn to circuit regimes 
and observables in which classical simulation becomes challenging 
and compare with results from state-of-the-art approximate classical 
methods.

Our benchmark circuit is the Trotterized time evolution of a 2D 
transverse-field Ising model, sharing the topology of the qubit proces-
sor (Fig. 1a). The Ising model appears extensively across several areas in 
physics and has found creative extensions in recent simulations explor-
ing quantum many-body phenomena, such as time crystals11,12, quan-
tum scars13 and Majorana edge modes14. As a test of utility of quantum 
computation, however, the time evolution of the 2D transverse-field 
Ising model is most relevant in the limit of large entanglement growth 
in which scalable classical approximations struggle.

In particular, we consider time dynamics of the Hamiltonian,

∑ ∑H J Z Z h X= − + , (1)
i j

i j
i

i
# , $
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in which J > 0 is the coupling of nearest-neighbour spins with i < j and 
h is the global transverse field. Spin dynamics from an initial state can 
be simulated by means of first-order Trotter decomposition of the 
time-evolution operator,

∏ ∏
∏ ∏

Jδt

hδt

e = e = R (−2 )

e = e = R (2 ),
(2)

H δt
i j

JδtZ Z
i j Z Z

H δt
i

hδtX
i X

−i
# , $

i
# , $

−i −i

ZZ i j

X i

i j

i

in which the evolution time T is discretized into T/δt Trotter steps and 
θR ( )Z Z Ji j

 and θR ( )X hi
 are ZZ and X rotation gates, respectively. We are not 

concerned with the model error owing to Trotterization and thus take 
the Trotterized circuit as ideal for any classical comparison. For exper-
imental simplicity, we focus on the case θJ = −2Jδt = −π/2 such that the 
ZZ rotation requires only one CNOT, 

where the equality holds up to a global phase. In the resulting circuit 
(Fig. 1a), each Trotter step amounts to a layer of single-qubit rotations, 
RX(θh), followed by commuting layers of parallelized two-qubit rota-
tions, RZZ(θJ).

For the experimental implementation, we primarily used the IBM 
Eagle processor ibm_kyiv, composed of 127 fixed-frequency transmon 

qubits15 with heavy-hex connectivity and median T1 and T2 times of 
288 µs and 127 µs, respectively. These coherence times are unprec-
edented for superconducting processors of this scale and allow the 
circuit depths accessed in this work. The two-qubit CNOT gates between 
neighbours are realized by calibrating the cross-resonance interac-
tion16. As each qubit has at most three neighbours, all ZZ interactions 
can be performed in three layers of parallelized CNOT gates (Fig. 1b). 
The CNOT gates within each layer are calibrated for optimal simultane-
ous operation (see Methods for more details).

We now see that these hardware performance improvements enable 
even larger problems to be successfully executed with error mitigation, 
in comparison with recent work1,17 on this platform. Probabilistic error 
cancellation (PEC)9 has been shown1 to be very effective at providing 
unbiased estimates of observables. In PEC, a representative noise model 
is learned and effectively inverted by sampling from a distribution of 
noisy circuits related to the learned model. Yet, for the current error 
rates on our device, the sampling overhead for the circuit volumes 
considered in this work remains restrictive, as discussed further below.

We therefore turn to zero-noise extrapolation (ZNE)9,10,17,18, which 
provides a biased estimator at a potentially much lower sampling cost. 
ZNE is either a polynomial9,10 or exponential19 extrapolation method 
for noisy expectation values as a function of a noise parameter. This 
requires the controlled amplification of the intrinsic hardware noise 
by a known gain factor G to extrapolate to the ideal G = 0 result. ZNE 
has been widely adopted in part because noise-amplification schemes 
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Fig. 1 | Noise characterization and scaling for 127-qubit Trotterized 
time-evolution circuits. a, Each Trotter step of the Ising simulation includes 
single-qubit X and two-qubit ZZ rotations. Random Pauli gates are inserted to 
twirl (spirals) and controllably scale the noise of each CNOT layer. The dagger 
indicates conjugation by the ideal layer. b, Three depth-1 layers of CNOT gates 
suffice to realize interactions between all neighbour pairs on ibm_kyiv.  

c, Characterization experiments efficiently learn the local Pauli error rates λl,i 
(colour scales) comprising the overall Pauli channel Λl associated with the lth 
twirled CNOT layer. (Figure expanded in Supplementary Information IV.A).  
d, Pauli errors inserted at proportional rates can be used to either cancel (PEC) 
or amplify (ZNE) the intrinsic noise.
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as the validity of exponential extrapolation is no longer guaranteed  
(see Supplementary Information V and ref. 31). We restrict the circuit 
depth to five Trotter steps (15 CNOT layers) and judiciously choose 
observables that are exactly verifiable. Figure 3 shows the results as 
θh is swept between 0 and π/2 for three such observables of increasing 
weight. Figure 3a shows Mz as before, an average of weight-1 $Z % observa-
bles, whereas Fig. 3b,c show weight-10 and weight-17 observables. 
The latter operators are stabilizers of the Clifford circuit at θh = π/2, 
obtained by evolution of the initial stabilizers Z13 and Z58, respectively, 
of |0%⊗127 for five Trotter steps, ensuring non-vanishing expectation 
values in the strongly entangling regime of particular interest. Although 
the entire 127-qubit circuit is executed experimentally, light-cone and 
depth-reduced (LCDR) circuits enable brute-force classical simula-
tion of the magnetization and weight-10 operator at this depth (see 
Supplementary Information VII). Over the full extent of the θh sweep, 
the error-mitigated observables show good agreement with the exact 
evolution (see Fig. 3a,b). However, for the weight-17 operator, the light 
cone expands to 68 qubits, a scale beyond brute-force classical simula-
tion, so we turn to tensor network methods.

Tensor networks have been widely used to approximate and com-
press quantum state vectors that arise in the study of the low-energy 
eigenstates of and time evolution by local Hamiltonians2,32,33 and, more 
recently, have been successfully used to simulate low-depth noisy 
quantum circuits34–36. Simulation accuracy can be improved by increas-
ing the bond dimension χ, which constrains the amount of entangle-
ment of the represented quantum state, at a computational cost 
scaling polynomially with χ. As entanglement (bond dimension) of a 
generic state grows linearly (exponentially) with time evolution until 
it saturates the volume law, deep quantum circuits are inherently dif-
ficult for tensor networks37. We consider both quasi-1D matrix product 
states (MPS) and 2D isometric tensor network states (isoTNS)3 that 
have O χ( )3  and O χ( )7  scaling of time-evolution complexity, respectively. 
Details of both methods and their strengths are provided in Methods 

and Supplementary Information VI. Specifically for the case of the 
weight-17 operator shown in Fig. 3c, we find that an MPS simulation of 
the LCDR circuit at χ = 2,048 is sufficient to obtain the exact evolution 
(see Supplementary Information VIII). The larger causal cone of the 
weight-17 observable results in an experimental signal that is weaker 
compared with that of the weight-10 observable; nevertheless, mitiga-
tion still yields good agreement with the exact trace. This comparison 
suggests that the domain of experimental accuracy could extend 
beyond the scale of exact classical simulation.

We expect that these experiments will eventually extend to circuit 
volumes and observables in which such light-cone and depth reduc-
tions are no longer important. Therefore, we also study the perfor-
mance of MPS and isoTNS for the full 127-qubit circuit executed in Fig. 3, 
at respective bond dimensions of χ = 1,024 and χ = 12, which are primar-
ily limited by memory requirements. Figure 3 shows that the tensor 
network methods struggle with increasing θh, losing both accuracy and 
continuity near the verifiable Clifford point θh = π/2. This breakdown 
can be understood in terms of entanglement properties of the state. 
The stabilizer state produced by the circuit at θh = π/2 has an exactly flat 
bipartite entanglement spectrum, found from a Schmidt decomposi-
tion of a 1D ordering of the qubits. Thus, truncating states with small 
Schmidt weight—the basis of all tensor network algorithms—is not 
justified. However, as exact tensor network representations generi-
cally require bond dimension exponential in circuit depth, truncation 
is necessary for tractable numerical simulations.

Finally, in Fig. 4, we stretch our experiments to regimes in which the 
exact solution is not available with the classical methods considered 
here. The first example (Fig. 4a) is similar to Fig. 3c but with a further 
final layer of single-qubit Pauli rotations that interrupt the circuit-depth 
reduction that previously enabled exact verification for any θh (see Sup-
plementary Information VII). At the verifiable Clifford point θh = π/2, 
the mitigated results agree again with the ideal value, whereas the 
χ = 3,072 MPS simulation of the 68-qubit LCDR circuit markedly fails 
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Fig. 3 | Classically verifiable expectation values from 127-qubit, depth-15 
Clifford and non-Clifford circuits. Expectation value estimates for θh sweeps 
at a fixed depth of five Trotter steps for the circuit in Fig. 1a. The considered 
circuits are non-Clifford except at θh = 0, π/2. Light-cone and depth reductions 
of respective circuits enable exact classical simulation of the observables for all 
θh. For all three plotted quantities (panel titles), mitigated experimental results 
(blue) closely track the exact behaviour (grey). In all panels, error bars indicate 
68% confidence intervals obtained by means of percentile bootstrap. The 
weight-10 and weight-17 observables in b and c are stabilizers of the circuit at 
θh = π/2 with respective eigenvalues +1 and −1; all values in c have been negated 
for visual simplicity. The lower inset in a depicts variation of $Zq% at θh = 0.2 
across the device before and after mitigation and compares with exact results. 

Upper insets in all panels illustrate causal light cones, indicating in blue the 
final qubits measured (top) and the nominal set of initial qubits that can 
influence the state of the final qubits (bottom). Mz also depends on 126 other 
cones besides the example shown. Although in all panels exact results are 
obtained from simulations of only causal qubits, we include tensor network 
simulations of all 127 qubits (MPS, isoTNS) to help gauge the domain of  
validity for those techniques, as discussed in the main text. isoTNS results  
for the weight-17 operator in c are not accessible with current methods (see 
Supplementary Information VI). All experiments were carried out for G = 1, 1.2,  
1.6 and extrapolated as in Supplementary Information II.B. For each G, we 
generated 1,800–2,000 random circuit instances for a and b and 2,500–3,000 
instances for c.
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Kardar-Parisi-Zhang Physics in the Quantum Heisenberg Magnet
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Equilibrium spatiotemporal correlation functions are central to understanding weak nonequilibrium
physics. In certain local one-dimensional classical systems with three conservation laws they show
universal features. Namely, fluctuations around ballistically propagating sound modes can be described by
the celebrated Kardar-Parisi-Zhang (KPZ) universality class. Can such a universality class be found also in
quantum systems? By unambiguously demonstrating that the KPZ scaling function describes magneti-
zation dynamics in the SUð2Þ symmetric Heisenberg spin chain we show, for the first time, that this is so.
We achieve that by introducing new theoretical and numerical tools, and make a puzzling observation that
the conservation of energy does not seem to matter for the KPZ physics.

DOI: 10.1103/PhysRevLett.122.210602

Introduction.—Universality—where different systems
can be described by the same underlying mathematical
structure—is at the core of our understanding of nature. For
instance, the properties of any thermalizing system can be
described by the same equilibrium ensembles of statistical
physics. Out of equilibrium less is known in general, in a
way justifiably so, simply because the world of nonequili-
brium is much richer. One of the more famous universality
classes that can (among other) describe various nonequili-
brium phenomena [1] is that of the Kardar-Parisi-Zhang
(KPZ) equation. The KPZ equation was originally intro-
duced to describe stochastic growth of surfaces [2], and is a
diffusion equation with the simplest possible nonlinearity
(relevant at large scales) and an additional white noise
term (equivalently, the surface’s slope is described by the
stochastic Burgers equation). Besides describing surface
dynamics it can be found in various contexts, ranging from
exclusion processes to random matrix theory; for a review
see Ref. [3]. The KPZ equation itself harbors rich math-
ematical problems [4].
Nonequilibrium physics is one of the more propulsive

areas of today’s theoretical physics. Close to equilibrium
one can use Green-Kubo formulas and express nonequili-
brium properties in terms of equilibrium correlation func-
tions [5]. A downside to such an approach is that the
calculation of spatiotemporal correlation functions is often
very complicated. Any possible universality in their long-
time behavior would therefore be highly appreciated. For
classical fluids in one dimension such a picture has in fact
been put forward [6,7] in a form of nonlinear fluctuating
hydrodynamics [8], which describes (anomalous) fluctua-
tions around sound peaks due to nonlinearity in one-
dimensional systems that have 3 conservation laws
(momentum, energy and mass), and are in general non-
integrable. That fluctuations are indeed described by the

KPZ scaling function [9] has been verified in a number
of classical systems [10–14]. So far there has been no
observation of the KPZ universality class scaling function
in quantum systems.
In this Letter we observe the KPZ scaling functions in an

integrable quantum model that does not have any ballistic
component. Namely, we show with an unprecedented
accuracy (an order of magnitude larger than in simulations
of classical systems) that an infinite temperature spin-spin
correlation function in a paradigmatic SU(2) symmetric
quantum Heisenberg chain has a KPZ form. Such accuracy
is a result of two novelties: (i) using a linear response
formulation we show that one can calculate the equilibrium
correlation function as an expectation value in a particular
nonequilibrium state whose time evolution is easier to
calculate; (ii) we directly treat an ensemble evolution,
avoiding statistical averaging (as done in classical simu-
lations), and which is, even more importantly, structurally
stable. In addition, to discern the role played by conserved
quantities, we show that in an integrable trotterized Floquet
generalization [15] of the model, which does not conserve
the energy, the same KPZ scaling is observed. We note that
the KPZ scaling exponents have been observed in various
stochastic quantum settings, like random quantum circuits
[16,17] or noisy evolution [18].
The model.—In classical systems the KPZ scaling

function describes fluctuations around a sound mode,
whose width scales as ∼t1=z with a dynamical exponent
z ¼ 3

2. Therefore, to observe it one has to move to a
ballistically moving reference frame, which, if the velocity
is not known analytically, can introduce numerical inac-
curacies. We are therefore going to look for KPZ physics at
infinite temperature in the one-dimensional Heisenberg
spin-12 chain at zero magnetization (half-filling) where
the ballistic contribution is zero due to the spin-flip
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In the thermodynamic limit L → ∞ the second term
vanishes as there are no correlations across infinite dis-
tances, and using the cyclic property of the trace we get

hsz0ð0ÞszrðtÞi ¼ lim
μ→0

hszr−1ðtÞiμ − hszrðtÞiμ
2μ

: ð7Þ

This is our first main result. It shows that a weak domain
wall initial state can be seen as a trick that allows us to
calculate the infinite-temperature spin-spin correlation. We
next recall [8] why the left-hand side of Eq. (7) is in certain
classical systems described by the KPZ scaling function.
Kardar-Parisi-Zhang equation.—The KPZ stochastic

partial differential equation was initially suggested to
model the growth of surface hðr; tÞ through random
deposition [2]

∂th ¼ 1

2
λð∂rhÞ2 þ ν∂2

rhþ
ffiffiffi
Γ

p
ζ; ð8Þ

where ζðr; tÞ is a space-time uncorrelated noise.

Of particular interest to us will be the correlation function
Cðr; tÞ ¼ h½hðr; tÞ − hð0; 0Þ − th∂thi&2i—representing the
fluctuations of the height around the expected value—and
its second derivative 1

2 ∂2
rCðr; tÞ ¼ h∂rhð0; 0Þ∂rhðr; tÞi—

describing the slope correlations (here brackets denote noise
averaging). In terms of scaling functions gðφÞ and fðφÞ
one has

gðφÞ ¼ lim
t→∞

C(ð2λ2t2Γν−1Þ−1=3φ; t)
ð12 λtΓ

2ν−2Þ2=3
;

fðφÞ ¼ 1

4
g00ðφÞ ∼ ∂2

rCðr; tÞ: ð9Þ

These can be obtained from the exact solution of the
polynuclear growth model [9] (a model in the KPZ
universality class), and have been tabulated with high
precision in Ref. [26]. Nonlinear fluctuating hydrodynam-
ics predicts that the correlation function of a conserved
quantity, in our case hsz0ð0ÞszrðtÞi, should be given by the
so-called KPZ scaling function fðφÞ.

FIG. 2. Scaling functions and numerical data: the left column corresponds to the continuous-time model while the right corresponds to
the discrete-time model. We show data for the spin current density hjiμ and the discrete spin derivative Δz, defined as Δz ¼
−ðhszriμ − hszr−1iμÞ in the continuous-time model and Δz ¼ − 1

4 ðhs
z
rþ1iμ þ hszriμ − hszr−1iμ − hszr−2iμÞ in the discrete-time model. All

numerical data (yellow and red points) are appropriately scaled to the KPZ scaling functions, see Eqs. (10) and (11). The blue curves
represent the KPZ scaling functions while the green ones are the best-fitting Gaussian profiles. We note that relatively long times are
needed in order to observe the KPZ scaling, namely, t⪆50 for the continuous-time model and t⪆600 for the discrete-time model.
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Abstract

Quantum circuits make it possible to simulate the continuous-time dynamics of
a many-body Hamiltonian by implementing discrete Trotter steps of duration 𝜏.
However, when 𝜏 is sufficiently large, the discrete dynamics exhibit qualitative
differences compared to the original evolution, potentially displaying novel fea-
tures and many-body effects. We study an interesting example of this phe-
nomenon, by considering the integrable Trotterization of a prototypical inte-
grable model, the XXZ Heisenberg spin chain. We focus on the well-known bipar-
tition protocol, where two halves of a large system are prepared in different
macrostates and suddenly joined together, yielding non-trivial nonequilibrium
dynamics. Building upon recent results and adapting the generalized hydrody-
namics (GHD) of integrable models, we develop an exact large-scale description
of an explicit one-dimensional quantum-circuit setting, where the input left and
right qubits are initialized in two distinct product states. We explore the phe-
nomenology predicted by the GHD equations, which depend on the Trotter step
and the gate parameters. In some phases of the parameter space, we show that
the quantum-circuit large-scale dynamics is qualitatively different compared to
the continuous-time evolution. In particular, we find that a single microscopic
defect at the junction, such as the addition of a single qubit, may change the
nonequilibrium macrostate appearing at late time.

I Introduction

The Trotter-Suzuki decomposition [1, 2] is at the basis of the idea of quantum
simulation [3]. Up to a controlled error, this decomposition allows us to break
down the continuous-time evolution of a many-body system into a series of ele-
mentary two-body interactions of duration 𝜏, which could be implemented as
quantum gates in a quantum circuit [4]. The Trotter time 𝜏 controls the accuracy
and determines the number of gates applied. Unfortunately, external noise limits
the number of operations which can be carried out in the noisy-intermediate-
scale quantum (NISQ) devices [5] available today. Therefore, since simulating the
continuous-time dynamics typically requires application of many quantum
gates, full-fledged quantum simulation remains a non-trivial challenge [6].

Motivated by this picture, the past few years have witnessed growing interest in
genuinely discrete dynamics where the Trotter time 𝜏 is not small [7, 8]. The rea-
son behind this interest is two-fold. On the one hand, these models may be easi-
er to implement in current quantum platforms [9, 10, 11, 12, 13], since a non-triv-
ial evolution may be observed over a small number of Trotter steps. On the other
hand, discrete dynamics may exhibit qualitative differences compared to the
original Hamiltonian system, with novel phenomena and many-body effects.

For typical Hamiltonians, recent work [14] has shown that increasing indefinitely
the Trotter time 𝜏 leads to a sharp transition, see also [15, 16, 17, 18, 19, 20, 21, 22
, 23]: when 𝜏 is increased beyond a threshold value, approximation errors be-
come uncontrolled at large times. As a consequence, the evolution becomes
chaotic, and one expects the rapid onset of local-equilibrium infinite-tempera-
ture physics [24, 25]. This mechanism, however, is not ubiquitous and a different
behavior is expected, for instance, in the presence of integrability, where exten-
sively many local conservation laws prevents the onset of quantum chaos [26, 
27, 28].

Figure 1: Sketch of the bipartition protocol. The system is initialized by joining at
the origin two product states (the figure corresponds to the Néel and anti-Néel
states) and evolved by applying a homogeneous quantum circuit, Trotterizing
the integrable XXZ continuous-time dynamics (𝜏 is the duration of the Trotter
step). A lightcone spreads ballistically from the junction, inside of which non-
trivial dynamics takes place. We study the profiles of local observables arising at
late times. The plot shows the example of the staggered spin-𝑧 magnetization
and is obtained by solving the GHD equations, cf. Sec. IV.

Integrable quantum circuits providing a Trotterization of integrable Hamiltoni-
ans were introduced in Refs. [29, 30, 31]. In the past few years they have re-
ceived significant attention due to their dynamical features [32, 33, 34], their
rich underlying mathematical structures [35, 36, 37, 38] and seminal work
demonstrating experimental implementation in current quantum devices [39,
40, 41]. Prominently, Ref. [33] has shown the existence of Trotter transitions in
integrable quantum circuits, manifesting in the correlations of the so-called gen-
eralized Gibbs ensemble (GGE) [26, 27, 28]. As GGEs describe the late-time
physics of integrable systems, this result is interesting, as it implies that the in-
formation on the discretized structure of the dynamics is not washed out at
coarse-grained time scales.

In this work, we build upon the results of Ref. [33] (which focused on homoge-
neous, translation-invariant settings) and investigate the physics of integrable
quantum circuits in more general non-equilibrium situations. We focus in partic-
ular on the prototypical model of the XXZ Heisenberg spin chain [42] and con-
sider the simplest case where the system is prepared in an inhomogeneous
state, namely the so-called bipartition protocol [43, 44, 45, 46]. The latter con-
sists in a special type of quantum quench [47], where the two halves of a 1𝐷 sys-
tem are prepared in distinct macrostates, and subsequently left to evolve ac-
cording to the system unitary dynamics, cf. Fig. 1. While conceptually simple, this
problem is hard. For integrable systems, its understanding has required signifi-
cant theoretical work over the past decade, culminating in the development of
the so-called generalized hydrodynamics (GHD) [48, 49], a very versatile and
powerful theory.

In the bipartition protocol, the GHD predicts that local subsystems at a given
distance 𝑥 from the junction equilibrate to local stationary states, depending
only on the ratio 𝑥/𝑡, defining a reference frame moving away from the origin.
Such stationary states are characterized by space-dependent GGEs, which are
quantitatively determined by a solution to the hydrodynamic equations [46].
The latter depend on the features of the specific model considered, including its
particle content and symmetries. For this reason, while GHD provides a very
general framework, the qualitative features of the dynamics can vary greatly
from model to model, leading to a series of works aimed at exploring the phe-
nomenology of the biparition protocol in different integrable systems [48, 50, 51
, 49, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63].

The goal of this work is to apply the GHD framework to study the bipartition
protocol in the XXZ integrable quantum circuit. Based on the known spectral
properties of the model, we first derive the GHD equations and study their de-
pendence on the Trotter step and circuit parameters. We consider an explicit
protocol where the input left and right qubits are initialized in two distinct prod-
uct states and evolved by applying a homogeneous quantum circuit. We find
that the qualitative features of the discrete dynamics may vary greatly from the
continuous-time evolution. Most prominently, we show that a single microscopic
defect at the junction, such as the addition of a single qubit, may change the
nonequilibrium macrostate appearing at late time. Our work complements Ref. [
33], further exploring the interesting dynamical features of integrable quantum
circuits in many-body settings.

The rest of this work is organized as follows. We begin in Sec. II introducing the
XXZ quantum circuit and its Bethe ansatz solution. In Sec. III we discuss the bi-
partition protocol and derive the necessary technical ingredients for its analytic
description. They include obtaining the GGEs corresponding to different initial
states, generalizing the results of Ref. [33], and deriving the GHD equations for
integrable quantum circuits. Our results are discussed in detail in Sec. IV, where
we provide predictions for the system dynamics at different points in the para-
meter space, by numerically solving the GHD equations. Our conclusions are
presented in Sec. V, while the appendices contain the most technical aspects of
our work.

II The model

II.1 The integrable quantum circuit

We consider a system of 𝐿 qubits arranged in a one-dimensional (1𝐷) array. We
denote by |0⟩𝑗, |1⟩𝑗 the basis states associated with the local Hilbert space at po-
sition 𝑗. The dynamics consists in the repeated (Floquet) application of the uni-
tary operator

𝑈(𝜏) = 𝑈𝑒(𝜏)𝑈𝑜(𝜏) ,
where

𝑈𝑜(𝜏) = ∏𝑛 = 1
𝐿/2 𝑉2𝑛, 2𝑛 + 1(𝜏),

𝑈𝑒(𝜏) = ∏𝑛 = 1
𝐿/2 𝑉2𝑛 − 1, 2𝑛(𝜏) ,

and

𝑉𝑛,𝑛 + 1(𝜏) = 𝑒−𝑖𝜏4[𝜎𝑛𝑥𝜎𝑛 + 1𝑥 + 𝜎𝑛𝑦𝜎𝑛 + 1𝑦 + ∆(𝜎𝑛𝑧𝜎𝑛 + 1𝑧 − 𝟙)],
with 𝜏 ∈ ℝ , and where periodic boundary conditions are assumed. 𝑈(𝜏) defines
a brickwork quantum circuit which is a discrete version of the continuous-time
evolution driven by the XXZ Heisenberg Hamiltonian [64, 29]

𝐻 = 14 ∑𝑗 = 1
𝐿 [𝜎𝑗𝑥𝜎𝑗 + 1𝑥 + 𝜎𝑗𝑦𝜎𝑗 + 1𝑦 + ∆(𝜎𝑗𝑧𝜎𝑗 + 1𝑧 − 𝟙)] ,

where 𝜎𝑗𝛼 are the Pauli matrices acting at position 𝑗, with 𝜎𝐿 + 1𝛼 = 𝜎1𝛼. Indeed, we
have

𝑒−𝑖𝐻𝑡 = lim𝑀 → ∞𝑈(𝑡/𝑀)𝑀.
In other words, for fixed time 𝑡, the continuous time evolution is recovered by
taking 𝜏 → 0 and the circuit depth 𝑀 → ∞ , keeping the product 𝜏𝑀 = 𝑡 constant.

For a given Hamitlonian, the Suzuki-Trotter decomposition is not unique, but the
above discretization preserves integrability [29, 30]. Namely, the Floquet opera-
tor (1) features an extensive number of local and quasilocal conserved operators
known as charges [29, 30, 31]. For small 𝜏, they can be thought of as a deforma-
tion of those of the Hamiltonian (5): for each charge 𝑄𝑘, with [𝑄𝑘,𝐻] = 0, we
have two new operators 𝑄~ 𝑘± (𝜏) with [𝑄~ 𝑘± (𝜏),𝑈(𝜏)] = 0. As pointed out in Refs. [
29, 31], the charges 𝑄~ 𝑘± (𝜏) break the single-site translation symmetry 𝒯 , which
maps one onto the other, 𝒯𝑄~ 𝑘± (𝜏)𝒯 † = 𝑄~ 𝑘∓ (𝜏).
II.2 The Bethe ansatz solution

Figure 2: Phase diagram of the integrable XXZ quantum circuit, as a function of 𝜏,∆ . The dark and light regions correspond to the gapped and gapless regimes
respectively, cf. the main text.

The integrability of the model allows one to obtain the exact spectrum of the
Floquet operator 𝑈(𝜏) [35, 37, 36], which we now review. It is first important to
discuss the phase diagram of the model. To this end, we introduce the parame-
ters [30]

𝛾 = arccos[sin(∆𝜏/2)/sin(𝜏/2)] ,𝑥 = 𝑖 arcsinh[sin(𝛾) tan(𝜏/2)] ,
and distinguish two cases. First, if 𝛾 = 𝑖𝜂, with 𝜂 ∈ ℝ , then 𝑥 ∈ ℝ . In this case,
we say that the model is in the gapped or massive regime. As it will be clear from
the subsequent discussion, the name comes from the fact that the spectrum of 𝑈(𝜏) can be described in terms of quasiparticles with similar features as those of
the XXZ Hamiltonian (5) in the gapped regime |∆ | > 1. Second, if 𝛾 ∈ ℝ  then 𝑥 is
purely imaginary. In this case, we say that the model is in the gapless or masless
regime. The phase diagram as a function of ∆  and 𝜏, which parametrize the
gates (4), is reported in Fig. 2.

The spectrum of 𝑈(𝜏) is organized into sectors labeled by the number 𝑀 of sta-
ble quasiparticles. The latter are magnonic excitations and, accordingly, 𝑀 is the
quantum number associated with the conserved operator 𝑀̂ =∑𝑗(𝟙 − 𝜎𝕛𝕫 )/𝟚. In
a given 𝑀-sector, the eigenstates are parametrized by sets of complex numbers {𝑝𝑗}𝑗 = 1𝑀 , satisfying the so-called Bethe equations [35]

[𝑓𝑥+ (𝑝𝑖)𝑓𝑥− (𝑝𝑖)]
𝐿2 =∏𝑘 ≠ 𝑗

𝑀 sinh(𝑝𝑗 − 𝑝𝑘 + 𝑖𝛾)
sinh(𝑝𝑗 − 𝑝𝑘 − 𝑖𝛾) ,

where

𝑓𝑥± (𝑝) = sinh(𝑝 + 𝑖𝑥2 ± 𝑖𝛾2) sinh(𝑝 − 𝑖𝑥2 ± 𝑖𝛾2) .
Each number 𝑝𝑗 is associated to a stable quasiparticle and is related to the cor-
responding quasimomentum or rapidity, denoted by 𝜆𝑗. The precise relation be-
tween the two depends on the phase of the model: in the gapless regime, we
have 𝜆𝑗 = 𝑝𝑗, while in the gapped regime 𝜆𝑗 = 𝑖𝑝𝑗. For finite 𝑀, it is non-trivial to
find all the solutions of the Bethe equations. However, the picture greatly simpli-
fies in the thermodynamic limit 𝐿 → ∞ , where the spectrum can be described
via the so-called Thermodynamics Bethe Ansatz (TBA) formalism [65]. While ini-
tially developed for the study of integrable Hamiltonians, the TBA can be
straightforwardly extended to the quantum-circuit setting [33].

In essence, the TBA formalism is based on the string hypothesis [65] which pos-
tulates how the solutions to the Bethe equations organize themselves in the
complex plane in the limit 𝐿 → ∞ , with the density 𝐷 = 𝑀/𝐿 kept fixed. In par-
ticular, the string hypothesis states that the rapidities organize themselves into
sets of 𝑛 elements forming a “string” of length 𝑛, which is interpreted as a bound
state of 𝑛 quasiparticles. Each string features a center, 𝜆, which is the bound-
state quasimomentum. Therefore, we can associate to each macrostate a set of
functions 𝜌𝑛(𝜆): in a large system of size 𝐿, 𝐿𝜌𝑛(𝜆)𝑑𝜆 yields the number of 𝑛-
quasiparticle bound states with rapidities in the interval [𝜆, 𝜆 + 𝑑𝜆]. In order to
achieve a complete thermodynamic description, the TBA formalism also intro-
duces the set of hole distribution functions for the 𝑛-string centers, denoted by 𝜌𝑛ℎ(𝜆). The hole distribution functions are analogous to the distribution of vacan-
cies (i.e., unoccupied states) in the ideal Fermi gas at finite temperature.

The precise form of the rapidity and hole distribution functions depends once
again on the phase of the model. We therefore separate the discussion between
the two cases in the following. Before proceeding, it is important to mention that
the validity of the string hypothesis has been verified in a number of cases, in-
cluding the present quantum-circuit setting, where the resulting predictions
have been tested numerically against independent tensor-network computa-
tions [33].

II.2.1 The TBA in the gapped regime

In the gapped regime, the string length can take any possible integer value, 𝑛 ≥ 1
, while the string centers satisfy 𝜆 ∈ [−𝜋/2,𝜋/2]. By standard techniques [65],
one can then take the thermodydnamic limit of the Bethe equations (8), result-
ing in an infinite set of coupled integral equations for the distristribution func-
tions 𝜌𝑛(𝜆), 𝜌𝑛ℎ(𝜆). Namely, introducing

𝜌𝑛𝑡 (𝜆) = 𝜌𝑛(𝜆) + 𝜌𝑛ℎ(𝜆) ,
the thermodynamic limit of the Bethe equations read

𝜌𝑛𝑡 (𝜆) = 𝑎𝑛(𝑥/2)(𝜆) − ∑𝑚 = 1
∞ (𝑎𝑛𝑚 ∗ 𝜌𝑚)(𝜆) ,

where

(𝑓 ∗ 𝑔)(𝜆) :=∫−𝜋/2
𝜋/2d𝜇𝑓(𝜇 − 𝜆)𝑔(𝜇) ,

while we introduced the notation

𝑓(𝑥)(𝜆) = (𝑓(𝜆 + 𝑥) + 𝑓(𝜆 − 𝑥))/2 ,
and defined

𝑎𝑛𝑚(𝜆) = (1 − 𝛿𝑛𝑚)𝑎|𝑛 − 𝑚|(𝜆) + 2𝑎|𝑛 − 𝑚| + 2(𝜆)+ … + 2𝑎𝑛 +𝑚 − 2(𝜆) + 𝑎𝑛 +𝑚(𝜆) ,
with

𝑎𝑛(𝜆) = sinh(𝑛𝜂)𝜋[cosh(𝑛𝜂) − cos(2𝜆)] .
Introducing the ratios

𝜂𝑛(𝜆) = 𝜌𝑛ℎ(𝜆)/𝜌𝑛(𝜆) ,
we can also rewrite

𝜌𝑛(𝜆)[1 + 𝜂𝑛(𝜆)] = 𝑎𝑛(𝑥/2)(𝜆) − ∑𝑚 = 1
∞ (𝑎𝑛𝑚 ∗ 𝜌𝑚)(𝜆) .

Note that for 𝑥 = 0, the above equations recover the standard TBA description
of the homogeneous XXZ Heisenberg chain [65].

As we will see in the next section, the GHD is based on the fact that quasiparti-
cles move ballistically through the system with a given effective velocity 𝑣𝑛eff (𝜆).
These velocities are determined the distribution functions 𝜌𝑛(𝜆), 𝜌𝑛ℎ(𝜆) and in
particular are obtained as the solution to the system

𝜌𝑛𝑡 (𝜆)𝑣𝑛eff (𝜆) = 12𝜋𝐸𝑛′ (𝜆) − ∑𝑚 = 1
∞ (𝑎𝑛𝑚 ∗ (𝜌𝑚𝑣𝑚eff ))(𝜆) ,

where 𝐸𝑛(𝜆) will be defined in the following section, cf. Eq. (61). As we will dis-
cuss, Eqs. (18) are derived by generalizing the definition given in the Hamiltonian
setting in a straightforward way.

In principle, the rapidity distribution functions give us a complete description of
the system in the thermodynamic limit. Yet, while simple expressions are known
for the expectation value of the local conserved charges, it is generally hard to
derive formulas for the correlation functions – a task which, in the XXZ Hamil-
tonian model, has been carried out only in a few special cases [66, 67, 68, 69]. In
this work, we will restrict ourselves to study three simple observables. First, we
consider the local averaged magnetization

𝑚̄ = ⟨𝜎𝑗𝑧⟩ + ⟨𝜎𝑗 + 1𝑧 ⟩2 .
Exploiting the two-site shift-invariance of the model, 𝑚̄ coincides with the nor-
malized expectation value of the total spin-𝑧 magnetization, 𝑆𝑧 =∑𝑗𝜎𝑗𝑧, which is
conserved by the dynamics. In fact, (1 − 𝑆𝑧)/2 counts the number of quasi-parti-
cles in each eigenstate, so that we have the simple expression

𝑚̄ = 1 − 2 ∑𝑛 = 1
∞ ∫−𝜋/2

𝜋/2d𝜆 𝑛𝜌𝑛(𝜆) .
The second obervable that we consider is the local current associated with the
local spin-𝑧 operator. Its form can be inferred from the continuity equation

𝑈 † (𝜏)𝜎𝑗𝑧𝑈(𝜏) − 𝜎𝑗𝑧 = 𝐽𝑗 + 1 − 𝐽𝑗,
from which we identify

𝐽2𝑗 = 𝒩𝑥−1[2(𝜎2𝑗 − 1+ 𝜎2𝑗− − 𝜎2𝑗 − 1− 𝜎2𝑗+ )+ 𝑖sinh(𝑖𝑥)(𝜎2𝑗 − 1𝑧 − 𝜎2𝑗𝑧 )] ,
where

𝒩𝑥 = 𝑖(1 + cosh 2𝑖𝑥)2 sinh 𝑖𝑥 .
Similarly, the expression for 𝐽2𝑗 + 1 is obtained from (22) by shifting all sites by
one and changing 𝑥 to −𝑥, or, equivalently, by simply making the change 2𝑗 − 1 → 2𝑗 + 1. The expectation value of the current associated to a conserved
charge is known by recent Bethe Ansatz results [70, 71, 72] and reads

⟨𝐽2𝑗⟩ = −2 ∑𝑛 = 1
∞ ∫−𝜋/2

𝜋/2d𝜆𝑛𝜌𝑛(𝜆)𝑣𝑛eff (𝜆) .
Finally, we consider the one-point function ⟨𝜎𝑗𝑧⟩. Since the model breaks single-
site translation-symmetry, this expectation value can not be reduced to the val-
ue of a conserved charge. In fact, this is a non-trivial one-point function, for
which Ref. [33] derived the formula (expressed in the notation of this paper)

⟨𝜎𝑗𝑧⟩ = 1 − 2 ∑𝑛 = 1
∞ 𝑛∫−𝜋/2

𝜋/2d𝜆 𝜃𝑛(𝜆)𝑏𝑛dr (𝜆) ,
where we defined 𝑏𝑛dr (𝜆) as the solution to the equations

𝑏𝑛dr (𝜆) = 𝑏𝑛(𝜆) −∑𝑚 [𝑎𝑛𝑚 ∗ (𝜃𝑛(𝜆)𝑏𝑚dr )](𝜆) ,
with 𝑏𝑛(𝜆) = 𝑎𝑛(𝜆 − 𝑥/2) and

𝜃𝑛(𝜆) = 𝜌𝑛(𝜆)𝜌𝑛𝑡 (𝜆) .
Eqs. (20),  (24), and  (25) will be used to compute the observable profiles arising
at late times in the bipartition protocol.

II.2.2 The TBA in the gapless regime

The analysis of the gapless regime follows once again the treatment of the
Hamiltonian model [65]. In this case, the string centers satisfy 𝜆 ∈ (−∞ ,∞),
while the number and types of allowed strings depend in a non-trivial way on 𝛾.
In particular, a simplified structure is achieved at the so-called root-of-unity
points, corresponding to 𝛾/𝜋 ∈ ℚ . In this work, we will restrict to the simplest
case where 𝛾 takes the form

𝛾𝜋 = 1𝑝 + 1 ,
where 𝑝 ≥ 1 is an integer. In this case, there are 𝑁𝑏 = 𝑝 + 1 different types of
strings, which we index by an integer 𝑗 ∈ {1,…𝑁𝑏}. Each type is characterized by
a number of quasiparticles 𝑛𝑗 and a parity 𝜐𝑗 = ±1, taking the values

𝑛𝑗 = 𝑗, 𝑣𝑗 = 1, 𝑗 = 1, 2…,𝑝 ,𝑛𝑝 + 1 = 1, 𝑣𝑝 + 1 = −1 .
Following [65], we also introduce the numbers

𝑞𝑗 = 𝑝 + 1 − 𝑛𝑗 𝑗 = 1, 2…,𝑝 ,
𝑞𝑝 + 1 = −1 .

The thermodynamic limit of the Bethe equations (8) then takes the form

sign(𝑞𝑚)[𝜌𝑚𝑡 (𝜆)] = 𝑎𝑚(𝑖𝑥/2)(𝜆)
− ∑𝑛 = 1

𝑁𝑏 (𝑎𝑚𝑛 ∗ 𝜌𝑚)(𝜆) ,
where we used the notation (13) and where the convolution is now defined as

(𝑓 ∗ 𝑔)(𝜆) :=∫−∞
∞𝑑𝜇𝑓(𝜇 − 𝜆)𝑔(𝜇) .

In addition, we also introduced

𝑎𝑗(𝜆) = 𝜐𝑗𝜋 sin(𝛾𝑛𝑗)cosh(2𝜆) − 𝜐𝑗 cos(𝛾𝑛𝑗) ≡ 𝑎𝑛𝑗𝜐𝑗 (𝜆)
𝑎𝑗𝑘(𝜆) = (1 − 𝛿𝑛𝑗𝑛𝑘)𝑎|𝑛𝑗 − 𝑛𝑘|𝜐𝑗𝜐𝑘 (𝜆) + 2𝑎|𝑛𝑗 − 𝑛𝑘| + 2𝜐𝑗𝜐𝑘 (𝜆) + …

+ 2𝑎𝑛𝑗 + 𝑛𝑘 − 2𝜐𝑗𝜐𝑘 (𝜆) + 𝑎𝑛𝑗 + 𝑛𝑘𝜐𝑗𝜐𝑘 (𝜆) .
As in the gapped phase, the quasi-particle rapidity distribution functions allow
us to determine the effective velocities, which are obtained as the solution to the
equations
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FIG. 1. Domain wall relaxation in the Heisenberg XXZ spin chain. (A) Schematic of the unitary gate sequence used in
this work, where fSim gates are applied in a Floquet scheme on a 1D chain of NQ = 46 qubits. (B) Relaxation dynamics as a
function of site and cycle number for µ = 1, 0.9, and 0.3 for initially prepared domain-wall states with 2hSzi = ± tanhµ. Blue
and yellow squares correspond to occupied and unoccupied sites, respectively, in random instances of the experiment. The fSim
angles are chosen to be (✓,�) = (0.4⇡, 0.8⇡), corresponding to � = 1. (C) Histogram showing the probability distribution of
transferred magnetization after t = 1, 5 and 20 cycles (arrows in B) for µ = 1.

fSim(✓,�) gates are applied between all neighboring pairs
in the chain, resulting in the cycle unitary:

UF =
Y

even bonds

fSim(✓,�)
Y

odd bonds

fSim(✓,�). (2)

In the limit ✓, � ! 0, UF is the Trotter–Suzuki expansion
of the XXZ Hamiltonian, Eq. 1, with� = sin(�/2)/sin(✓).
Away from this limit, there is no unique Hamiltonian as-
sociated with UF , but Eqs. 1 and 2 still share symme-
tries and are both integrable by the Bethe ansatz [39–43].
The conjecture that the late-time dynamics are described
by KPZ applies equally to the Floquet system[44], so we
make no attempt to be in the small-angle limit, instead
favoring large angles for faster dynamics.

To study dynamics under the unitary evolution (Eq. 2),
we generate domain-wall initial states with an adjustable
contrast parameter µ (Fig. 1B). Specifically, we initialize
the chain in a set of product states such that the left
and right halves have average magnetization ± tanh(µ),
respectively:

⇢(t = 0) / (e2µSz

)⌦NQ/2 ⌦ (e�2µSz

)⌦NQ/2. (3)

When µ ! 1, the system approaches a pure domain-
wall state with the two sides fully magnetized in oppo-
site directions. Only when µ = 0, the initial state is an
infinite-temperature thermal state that preserves SU(2)
symmetry. When µ 6= 0, the magnetization is prefer-
entially along the z-axis, breaking the SU(2) rotational
symmetry of the Heisenberg model.

A natural measure of spin transport is the total trans-
ferred magnetization, M(t), defined as twice the net num-
ber of excitations that have crossed the middle of the
chain after t cycles. In our experiment, we sample over
initial bitstring states with probabilities given by Eq. 3.

For each initial state, we prepare the qubits in that state
and then apply t cycles of fSim gates. Let NR,1(b) be the
number of excitations (“1”s) in the right half of bitstring
b. The transferred magnetizationM is the stochastic vari-
able defined by

M(t)/2 = NR,1(bt)�NR,1(bi), (4)

where bi is the initial bitstring, sampled from Eq. 3, and
bt is the associated final bitstring sampled at t. For ex-
ample, if the initial bitstring is 111010 and the final bit-
string is 110110, then the transferred magnetization is 2.
Because the dynamics are number-conserving, the trans-
ferred magnetization is also the net number of zeros that
have crossed from the right to the left. Repeating the
experiment many times, we construct the probability dis-
tribution of M, P (M). In the case µ = 0, the initial
state and the dynamics both have a mirror symmetry, so
for each initial bitstring that is studied experimenally, we
also include the reflection of that bitstring in our analy-
sis, using the same experimental data, which e↵ectively
symmetrizes P (M).

Figure 1B shows measurement instances for three val-
ues of µ. The left column in each panel shows an instance
of the initial state for the given µ, and the subsequent
columns show typical bitstrings evolved from that state.
As excitations (spin flips) propagate through the chain,
smaller domains become more probable. In Fig. 1C, we
show histograms of M at di↵erent times, starting in a
pure (µ = 1) domain wall. Owing to locality of the cir-
cuit, |M(t)| is upper-bounded by 2 t. Consequently, the
distribution is narrow and centered around a small value
at t = 1, because only a few excitations have crossed the
middle of the chain, and becomes wider at later times.
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Understanding universal aspects of quantum dynamics is an unresolved problem in statistical
mechanics. In particular, the spin dynamics of the one-dimensional Heisenberg model were conjectured
as to belong to the Kardar-Parisi-Zhang (KPZ) universality class based on the scaling of the infinite-
temperature spin-spin correlation function. In a chain of 46 superconducting qubits, we studied the
probability distribution of the magnetization transferred across the chain’s center, P Mð Þ. The
first two moments of P Mð Þ show superdiffusive behavior, a hallmark of KPZ universality. However, the
third and fourth moments ruled out the KPZ conjecture and allow for evaluating other theories.
Our results highlight the importance of studying higher moments in determining dynamic universality
classes and provide insights into universal behavior in quantum systems.

I
n statistical physics, the notion of univer-
sality is a powerful assertion; it implies
that systems with entirely different micro-
scopic interactions can share the same
emergent macroscopic description because

they have certain basic physical properties in
common. It is a triumph of universality that,
for example, the Ising model is crucial to our
understanding of the zero-temperature phase

transitions in a wide class of systems (1, 2). The
basic ingredients that commonly affect uni-
versality classes are the collective behavior
of constituent elements, symmetries, conser-
vation laws, and dimensionality, as described
by the renormalization group (RG) theory (3).
In contrast to rather well-understood low-
temperature universality classes, which are
determined by ground-state physics, we have

limited knowledge of the universality classifi-
cation of dynamical phases of matter at finite
temperatures, for which contributions from the
entire spectrum must be considered (4, 5).

It has been observed in several dynamical sys-
tems that the long-time behavior permits a few-
parameter hydrodynamical description, suggesting
the existence of universality (6–11). The emergence
of a hydrodynamical description relies on reach-
ing local and, subsequently, global equilibrium
(12, 13). This fate is less certain in systems with
an extensive set of conserved quantities, i.e.,
integrable systems, which are known to evade
thermalization, and their universal behaviors
are discussed in the framework of generalized
hydrodynamics (14–18).

Distinct microscopic models or dynamics
belong to the same universality class if they
share a single scale-invariant limit under an RG
flow (1, 3). A universality class is commonly
characterized by scaling exponents and scaling
functions, and it is rather implausible to ex-
tract them all experimentally. Therefore, experi-
ments, for example, on quantum processors,
cannot prove that a set of observed dynamics
belongs to a given class, but they can falsify a
universality conjecture (19) by examining its
predictions. They can also probe numerically
and theoretically challenging regions of the
parameter space, which has proven advanta-
geous for studying universal behaviors (6–11).

Superconducting quantum processors offer
high wave function sampling rates, which
enable them to show quantum advantage over
classical computers in sampling tasks (20, 21).
On these processors, one can go beyond mean
expectation values and provide “snapshots” of an
observable, which allows for measuring quantum
fluctuations and the probability distribution
of the observable. The capability of collecting
full counting statistics could have fundamen-
tal consequences for our understanding of
dynamical universalities. In particular, it is
commonly assumed that the scaling functions
and exponents of the first few moments de-
termine a universality class, and there have
not yet been any instances in which the higher
moments of an observable have led to a dif-
ferent classification.

Spin dynamics in Heisenberg XXZ spin chains
Spin dynamics in the one-dimensional (1D)
XXZ model have been the subject of numerous
recent studies (10, 15, 22–35). This integrable
model describes nearest-neighbor exchange
interactions between spin- 1 

2= particles with
the Hamiltonian (36)

H ¼ 
X

i

Sx
i Sx

iþ 1 þ  Sy
i S

y
iþ 1 þ  DSz

i Sz
iþ 1

� � 
ð1Þ

where Sx, Sy, and Sz are spin-1 
2= operators, and

D is the anisotropy parameter. When D = 1, this
system is the Heisenberg model, a paradig-
matic model of quantum magnetism that

RES EARCH

1 Google Research, Mountain View, CA, USA. 2 Department of Physics, Cornell University, Ithaca, NY, USA. 3 Department of
Physics, Princeton University, Princeton, NJ, USA. 4 Princeton Center for Theoretical Science, Princeton University, Princeton,
NJ, USA. 5Department of Physics, Stanford University, Stanford, CA, USA. 6 Department of Physics, University of Connecticut,
Storrs, CT, USA. 7 Department of Electrical and Computer Engineering, University of Massachusetts, Amherst, MA, USA.
8 Department of Electrical and Computer Engineering, Auburn University, Auburn, AL, USA. 9QSI, Faculty of Engineering &
Information Technology, University of Technology Sydney, Ultimo, NSW, Australia. 10Department of Electrical and Computer
Engineering, University of California, Riverside, CA, USA. 11 Department of Chemistry, Columbia University, New York, NY, USA.
12 Department of Physics and Astronomy, University of California, Riverside, CA, USA. 13 Faculty of Mathematics and Physics,
University of Ljubljana, Ljubljana, Slovenia.
*Corresponding author. Email: tomaz.prosen@fmf.uni-lj.si (T.P.); pedramr@google.com (P.R.)
†These authors contributed equally to this work.

Rosenberg et al., Science 384, 48–53 (2024) 5 April 2024 1 of 6

PDF Page 1 / 6         











Science

Volume 384, Issue 6691

Apr 2024

ARTICLE

Dynamics of magnetization at infinite
temperature in a Heisenberg spin chain
Departing from universality

View article page

Copyright © 2024 The Authors, some rights reserved; exclusive

licensee American Association for the Advancement of Science.

No claim to original U.S. Government Works

https://www.sciencemag.org/about/science-licenses-journal-

article-reuse

This is an article distributed under the terms of the Science

Journals Default License.

Publisher American Association for the

Advancement of Science

Print April 05, 2024

Accepted March 01, 2024

Received May 18, 2023

Pages 48 - 53

E. Rosenberg, T. I. Andersen, R. Samajdar, A. Petukhov,

J. C. Hoke, D. Abanin, A. Bengtsson, I. K. Drozdov, C.... See all authors

Details



Science 384, 48 (2024)



3

FIG. 2. Mean and variance in various transport regimes. (A) Mean of transferred magnetization hM(t)i as a function
of cycle number for initial states with µ = 0.5 and for � = 0.16 (purple triangles), 1 (orange squares), 1.6 (green circles). Light
and dark curves show simulations with and without noise, respectively. The hM(t)i can be fit to t1/z and gives z = 1.12± 0.04
in the ballistic, z = 1.6± 0.1 in the superdi↵usive, and z = 1.9± 0.2 in the di↵usive regime. The inset illustrates three di↵erent
regimes characterized by � = sin(�/2)/sin(✓) with the orange line being the isotropic Heisenberg limit. (B) Histogram showing
the probability distribution of measured M for values of � studied in A at cycle 14. Light and dark lines show experimental
data and noiseless simulation results, respectively. (C,D) Mean and variance of M for � = 1 and 0.2  µ  1 (brighter to
darker squares). With increasing µ, the mean increases, whereas the variance decreases.

II. MEAN AND VARIANCE OF TRANSFERRED
MAGNETIZATION

In the context of spin transport, the first and second
(variance) moments of M have been extensively stud-
ied both theoretically and experimentally [10, 15, 23–
34, 43, 45]. Taking advantage of our tunable fSim
gates, we explore how these two moments depend on the
anisotropy parameter, �. Figure 2A shows the mean of
M over time for values of � equal to 0.16 (purple), 1 (or-
ange) and 1.6 (green), and an initial domain wall height
of µ = 0.5. We observe markedly di↵erent scaling behav-
iors in the three regimes. Eliminating the initial transient
cycles, we fit a power law, hMi ⇠ t1/z, to the data over cy-
cles 10–23 and extract scaling exponents of z = 1.12±0.04,
z = 1.6± 0.1 and z = 1.9± 0.2, respectively. These are in
close agreement with theoretical predictions for the ballis-
tic (z = 1)[46], superdi↵usive (z = 3/2)[23], and di↵usive
(z = 2)[47, 48] behaviors, respectively (although z is pre-
dicted and observed to depend on µ; see Fig. S12 [38]).

Observation of superdi↵usive propagation for isotropic
interactions (� = 1), measured here and also in other
works [10, 22–34, 45], has been interpreted as a signature
of the KPZ universality class.

Numerical simulations of these domain-wall dynamics
are shown with solid dark lines in Fig. 2A. A variety of nu-
merical simulations often rely on approximation schemes,
which could lead to inaccurate results. In contrast, here
we perform exact statevector sampling up to cycle 18
without any approximations. This is achieved by tak-
ing advantage of the fact that hM(t) i depends only on
the spins within the light cone of width 2t, and can thus
be determined exactly by simulating shorter chains. This
simplification also allows for arriving at analytical results
for all moments of M at early cycles. Nevertheless, the
computational cost grows exponentially, and with the re-
sources used here, the simulations at cycles 14, 16, and
18 take about 1, 2, and 14 hours, respectively (see Fig. S9
[38]). In contrast, the quantum simulator allows us to
reach 23 cycles, primarily limited by the relaxation of the

Mean and variance of transfered magnetization
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FIG. 3. Skewness and excess kurtosis of transferred magnetization. Experimental data and noiseless simulation results
are shown with squares and lines, respectively. (A) Skewness of transferred magnetization distribution S as a function of t, for
� = 1 and various µ 2 [0, 1.5]. We symmetrize the µ = 0 probability distribution, after which the skewness is exactly 0. (B)
The same as A, but with the x-axis re-scaled as µ t2/3 and excluding data points for which t < 8. The collapse of the skewness
under rescaling is explored using the noiseless simulation data in Fig. S10 [38]. Dashed horizontal gray lines indicate predictions
based on the KPZ universality class (TW GUE: Tracy-Widom Gaussian-unitary-ensemble), nonlinear fluctuating hydrodynamics
(NLFH) model [49], and a classical Landau-Lifshitz (CLL) model [50]. The red lines marked “Wei et al” show S measured in
Ref. [10] (for µ = 1.5) and the 1� confidence interval. The inset to B illustrates di↵erent ways of taking the late-time and small-µ
limits that are considered here. (C) Kurtosis of transferred magnetization. The horizontal lines are the theoretical predictions
from the same models shown in panel B. The experimental kurtosis, averaged over cycles 16–23, is �0.05 ± 0.02. The kurtosis
data do not exhibit a collapse, as expected; the kurtosis cannot be a function of µt� for any � because, unlike the skewness, it
has time dependence even when µ = 0.

find Q = �0.05 ± 0.02. The emergence of KPZ dynam-
ics in this order of limits is further ruled out by numerical
and theoretical predictions that the dynamics become dif-
fusive (z = 2) at a late time that grows as t ⇠ 1/µ3 as
µ ! 0 (Refs. [55, 58]).

One could consider taking the two limits simultaneously
in a way that the dynamics do not become di↵usive, e.g.,
by holding µt2/3 constant (see Fig. S18) [38]. The cor-
rect distribution to compare against is TW GUE in this
case as well. If we take the limit with µt2/3 fixed at a
large value, we find S consistent with TW GUE, but the
measured Q is still inconsistent with the TW GUE pre-
diction of 0.09 (Fig. 3C), ruling out KPZ dynamics on the
timescales accessible in the experiment. Although it re-
mains possible that KPZ dynamics will emerge at much
later times (i.e., Q will increase to 0.09), we see neither
evidence nor rationale for this.

An outstanding question is why only lower-point ob-
servables, such as the mean and variance of the trans-
ferred magnetization and the correlator studied by [44],
seem to behave consistently with KPZ universality. In-
triguingly, other systems have been identified that exhibit
similar behavior. One such system is a nonlinear fluc-
tuating hydrodynamic (NLFH) model with two coupled
stochastic modes [49, 59, 60], which predicts S = 0, con-
sistent with the Heisenberg spin chain. However, it sug-
gests Q = 0.14, di↵ering from what we observe, perhaps

hMi �2 S Q
Experiment t2/3 t2/3 0 * �0.05± 0.02

KPZ (Baik-Rains) [57] t2/3 t2/3 0.36 0.29

NLFH [49] t2/3 t2/3 0 0.14

CLL [50] t2/3 t2/3 0 2 [�0.07, 0.03]

TABLE 1. Comparison of the experimentally observed mo-
ments with the theoretically predicted values from various
models. Here: hMi: mean, �2: variance, S: skewness, Q:
kurtosis. The experimental kurtosis value is averaged over cy-
cles 16 � 23 and µ = 0 � 0.4, and the errors are computed
using the jackknife method. See Table S2 for details regarding
KPZ predictions [38]. Green (red) entries indicate agreement
(disagreement) between the data and theory. *The skewness
is 0 due to symmetrization of our data.

because not all aspects of the model are universal. An-
other such system is the classical Landau-Lifshitz (CLL)
magnet [50, 55, 61, 62], which predicts S = 0 and a Q
that is negative and close to zero at these time scales [50].
These are consistent with our experimental results. It is
rather interesting that this classical system additionally
exhibits dynamical behavior similar to the quantum spin
chain with enhanced quantum fluctuations due to confine-
ment [63].

Higher moments - fluctuation statistics
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We consider a class of quantum lattice models in 1þ 1 dimensions represented as local quantum circuits
that enjoy a particular dual-unitarity property. In essence, this property ensures that both the evolution in
time and that in space are given in terms of unitary transfer matrices. We show that for this class of circuits,
generically nonintegrable, one can compute explicitly all dynamical correlations of local observables.
Our result is exact, nonpertubative, and holds for any dimension d of the local Hilbert space. In the minimal
case of qubits (d ¼ 2) we also present a classification of all dual-unitary circuits which allows us to single
out a number of distinct classes for the behavior of the dynamical correlations. We find noninteracting
classes, where all correlations are preserved, the ergodic and mixing one, where all correlations decay, and,
interestingly, also classes that are both interacting and nonergodic.
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Spatiotemporal correlation functions of local observables
provide the most fundamental and useful physical descrip-
tion of locally interacting classical or quantum many-body
systems [1,2]. They characterize ergodic properties [3], as
well as basic transport coefficients of many-body systems,
such as conductivities, Drude weights, and kinematic vis-
cosities [4]. Moreover, correlation functions are directly
measurable quantities, e.g., via x-ray diffraction or neutron
scattering in solid-state materials [4], or via quantum optical
detection techniques in cold atomic gases [5].
In spite of their extraordinary relevance, an exact non-

perturbative calculation of correlation functions is generi-
cally feasible only in free (Gaussian) theories, or for certain
types of completely integrable models [6]. To date, no
specific example of a strongly coupled, nonintegrable, local
quantum many-body system with accessible correlation
functions is known.
The situation is somewhat different for classical dynami-

cal systems with few degrees of freedom, where some
exactly tractable examples have been found, for instance,
Arnold’s cat map, Baker’s map, and dispersing billiards
[3,7–9]. In classical dynamical systems the decay of
correlation functions leads to a rigorous criterion of
ergodicity and dynamical mixing [7]. Moreover, the pres-
ence of tractable systems allows for rigorous results on
quantum eigenstate ergodicity [10–12]. On the contrary,
ergodic theory of quantum many-body systems is currently
in its early infancy. In particular, in locally interacting
systems it is exceptionally challenging to separate relax-
ation (mixing, or scrambling) mechanisms from the mere
decaying time correlations of local operators. The former
requires dynamical complexity and thus the absence of
integrability [13–15], while the latter occurs even in
quasifree systems [14,16,17].

Here we take the first step toward a rigorous ergodic
theory for quantum many-body systems by identifying a
class of quantum lattice models in one spatial dimension
with explicitly accessible spatiotemporal correlation func-
tions for arbitrary pairs of ultralocal observables. These
models are generically nonintegrable and can be formulated
in terms of local quantum circuits with local gates exhibit-
ing a particular dual-unitarity property. Specifically, they
are unitary and remain unitary under a reshuffling of their
indices, ensuring that the full quantum circuit defines
unitary evolutions in both time and space directions.
This class of models includes both the nonintegrable
self-dual kicked Ising model (SDKI), where the aforemen-
tioned feature recently enabled us to find exact results on
spectral correlations and entanglement entropy dynamics
[18,19], and some integrable Floquet systems [20–22].
More specifically, we consider quantum systems defined

on a periodic chain of 2L sites, where each site is equipped
with a d-dimensional local Hilbert space H1 ¼ Cd with a
basis fjii; i ¼ 1; 2…dg; the Hilbert space of the system is
thenH2L ¼ H⊗2L

1 . The timeevolution is discrete and local. In
particular, each time step is divided into twohalves. In the first
half the system is evolved by the transfer matrix Ue ¼ U⊗L,
whereU ∈ EndðH1 ⊗ H1Þ is the local gate and encodes the
physical properties of the system. In the second half, instead,
the system is evolved by Uo ¼ T2LUeT †

2L, where Tlji1i ⊗
ji2i % % % jili≡ ji2i ⊗ ji3i % % % jili ⊗ ji1i is an l-periodic
translation by one site. This means that the transfer matrix
for an entire time step is given by

U ¼ UoUe ¼ T2LU⊗LT†
2LU

⊗L: ð1Þ

Note that from the definition (1) it immediately follows thatU
is invariant under two-site shifts UT2

2L ¼ T2
2LU.

PHYSICAL REVIEW LETTERS 123, 210601 (2019)
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desired level of ergodicity. The steady-state values of the
correlation functions are shown to be set by either infinite-
temperature Gibbs states or generalized Gibbs ensembles
(GGEs) in ergodic and nonergodic systems, respectively. In
all examples, the total number of free variables scales as q2.
Additionally, we illustrate how an ergodicity-inducing
perturbation on top of a nonergodic unitary gate can be
introduced without destroying dual unitarity, leading to a
class of solvable models illustrating prethermalization
to a GGE before eventual thermalization to a featureless
infinite-temperature state.
A PYTHON implementation of all presented calculations

is available online [29].
Dual-unitary gates.— We consider systems where the

time evolution is governed by a unitary circuit consisting of
two-site operators, where each gate U and its Hermitian
conjugate can be graphically represented as

ð1Þ

In this notation each leg carries a local q-dimensional
Hilbert space, and the indices of legs connecting two
operators are implicitly summed over (see, e.g.,
Ref. [30]). Unitarity is graphically represented as

ð2Þ

The dual of U is defined through Ũab;cd ¼ Udb;ca, and dual
unitarity is defined as the additional unitarity of Ũ [16,17],

ð3Þ

The full evolution UðtÞ at time t consists of the t-times
repeated application of staggered two-site gates

Given an infinite lattice with at each site a local Hilbert
space Cq, we consider correlation functions

cρσðx; tÞ ¼ tr½U†ðtÞρð0ÞUðtÞσðxÞ%=trð1Þ; ð4Þ

where ρ; σ ∈ Cq×q are operators acting on a local
q-dimensional Hilbert space, and ρðxÞ, σðxÞ act as ρ, σ
on site x and as the identity everywhere else. We take
trðρÞ ¼ 1 to make the connection with (reduced) density
matrices, although this is not a necessary assumption and
these can be seen as infinite-temperature correlation func-
tions. Dual unitarity implies that all correlation functions
factorize as cρσðx; tÞ ¼ trðρÞtrðσÞ=q, except on the edges of
the light cone x ¼ &t [16]. These nontrivial correlation
functions can be evaluated as

cρσð&t; tÞ ¼ tr½Mt
&ðρÞσ%; ð5Þ

where M& ∈ Cq2×q2 are linear maps defined as

MþðρÞ ¼ tr1½U†ðρ ⊗ 1ÞU%=q; ð6Þ

M−ðρÞ ¼ tr2½U†ð1 ⊗ ρÞU%=q: ð7Þ

These are completely positive and trace-preserving maps,
acting as a quantum channel. From the unitarity it follows
that M&ð1Þ ¼ 1, such that these channels are unital.
Graphically, we can represent

ð8Þ

with matrix elements such thatMðρÞab ¼
P

cd Mab;cdρcd.
Note that light-cone correlation functions can always be
calculated in this way, irrespective of dual unitarity [18].
As shown in Ref. [16], the long-time behavior of all

nontrivial correlations and hence the level of ergodicity is
fully determined by the number of eigenvalues λab of M&
with unit modulus, jλabj ¼ 1, with the corresponding
eigenoperators acting as nondecaying modes, excluding
the trivial eigenvalue 1 corresponding to the identity
operator. At long times, ergodic behavior is evidenced
by the convergence of correlations to their thermal value
limt→∞ cρσð&t; tÞ ¼ trðσÞ=q, consistent with thermaliza-
tion to an infinite-temperature Gibbs state ρGibbs ¼ 1=q
such that limt→∞cρσð&t; tÞ ¼ trðρGibbsσÞ, ∀ σ.
The unitary gates are generally not parity invariant,

leading to “chiral” behavior where M& can have different
numbers of nontrivial eigenvalues and corresponding non-
decaying modes. In the following, we will consider the
behavior along x ¼ t, governed by the q2 eigenvalues of
Mþ, but this can be immediately extended to x ¼ −t.
(1) Noninteracting: All q2 eigenvalues equal 1, dynami-

cal correlations remain constant. (2) Nonergodic: More
than one but less than q2 eigenvalues are equal to 1,

PHYSICAL REVIEW LETTERS 126, 100603 (2021)
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Simulating the dynamics of interacting quantum systems is a 
foundational problem in quantum science, underlying the 
computation of electronic and optical characteristics of mate-

rials and microelectronic devices, prediction of chemical reaction 
kinetics, and even shedding light on the development of the early 
Universe. Early exploration of quantum dynamics has already 
yielded fundamental insights into the quantum underpinnings of 
thermodynamics and quantum chaos1 (and their alternatives2), as 
well as uncovered striking classes of universal behaviour and critical 
phenomena in the structure of quantum many-body entanglement. 
Unfortunately, simulating quantum dynamics with classical com-
puters is also a notoriously difficult problem, generically requir-
ing resources scaling exponentially in either size or evolution time 
of the simulated system. By contrast, it has been known, for some 
time, that quantum computers can simulate quantum dynamics 
with resources (qubit number and circuit depth) scaling only poly-
nomially3. For this reason, quantum dynamics simulation is widely 
regarded as a likely candidate for the first realization of practical 
quantum advantage4.

Large-scale quantum simulations of simple models have been 
achieved in special-purpose quantum simulation platforms5–7, but 
modelling realistic materials and processes will require universal, 
fully programmable quantum computers. At present, however, such 
computers have small quantum memories (qubit numbers); even as 
they surpass the scale of ~50 qubits necessary to provide a quan-
tum advantage in principle, much larger systems will be needed to 
simulate systems of typical physical interest, such as complex mol-
ecules or bulk materials. Recently, a variety of quantum simulation 
algorithms based on quantum tensor-network methods have been 

developed8–16 that afford substantial resource savings when simulat-
ing systems with less than maximal entanglement. Especially when 
combined with opportunistic mid-circuit measurements and reuse 
of qubits during a quantum computation10, quantum tensor-network 
algorithms enable the simulation of systems with far more quantum 
degrees of freedom than can be directly mapped onto the qubits 
available in hardware. When implemented on quantum computers 
with enough qubits to prohibit classical simulation, such algorithms 
may open an immediate path to quantum advantage in large-scale 
simulations of complex chemicals and materials.

In this work, we use Quantinuum’s H1-1 and H1-2 trapped-ion 
quantum processors (some data in this paper were taken when 
model H1 quantum computers were operated by Honeywell 
Quantum Solutions) to implement the first experimental dem-
onstration of the tensor-network-inspired holographic quantum 
dynamics simulation (holoQUADS) algorithm10, which we use to 
simulate an initially entangled infinite-size spin system evolving 
under chaotic quantum dynamics. Our results demonstrate that 
the fidelities and mid-circuit measurements and qubit-reuse capa-
bilities of the Quantinuum devices enable quantum tensor-network 
methods to perform accurate quantum dynamics simulations of 
large-scale many-body systems.

With conventional Hamiltonian simulation techniques, simulat-
ing the dynamics of a system of size L requires O(L) qubits, and 
the achievable simulation time t is limited by gate fidelities. By 
interchanging resource scaling involving space (qubit number) 
and time (circuit depth), holoQUADS enables the time evolu-
tion of arbitrarily large systems up to time t set by the number of 
available qubits, independent of L, thereby allowing for the study 

Holographic dynamics simulations with a 
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Quantum computers promise to efficiently simulate quantum dynamics, a classically intractable task central to fields rang-
ing from chemistry to high-energy physics. Yet, quantum computational advantage has only been demonstrated for artificial 
tasks such as random circuit sampling, and hardware limitations and noise have limited experiments to qualitative studies of 
small-scale systems. Quantum processors capable of high-fidelity measurements and qubit reuse enable a recently proposed 
holographic technique that employs quantum tensor-network states, a class of states that efficiently compress quantum data, 
to simulate the evolution of infinitely long, entangled initial states using a small number of qubits. Here we benchmark this 
holographic technique in a trapped-ion quantum processor using 11!qubits to simulate the dynamics of an infinite entangled 
state. We observe the hallmarks of quantum chaos and light-cone propagation of correlations, and find excellent quantitative 
agreement with theoretical predictions for the infinite-size limit of the implemented model with minimal post-processing or 
error mitigation. These results show that quantum tensor-network methods, paired with state-of-the-art quantum processor 
capabilities, offer a viable route to practical quantum computational advantage on problems of direct interest to science and 
technology in the near term.
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of large systems approaching the ‘thermodynamic’ limit (L → ∞) 
of interest to physicists. Moreover, holoQUADS leverages a com-
pact representation of dynamics starting from initial correlated 
states, such as low-energy states of many-body Hamiltonians, 
requiring only (roughly) one additional qubit per unit of bipartite 
entanglement in the initial state. These initial correlated states can 
be analytically determined, through classical simulation, or using 
existing quantum algorithms, for example, quantum variational  
algorithms17.

Taken together, these features ensure that qubit resources are 
not only much lower than with conventional methods but also are 
optimally utilized: time evolution of a state with initial entangle-
ment entropy S0 generically produces entanglement bounded by 
S(t) ≲ S0 + ct (c is a model-dependent constant)18. Since holoQUADS 
requires one qubit per bit of initial entanglement plus an additional 
number of qubits linear in t to enact the time evolution, resulting 
in a total qubit scaling N ∼ S(t), we see that every qubit is allocated 
directly towards the classically hard feature of time evolution in 
many-body quantum systems: the growth of entanglement.

HoloQUADS algorithm. HoloQUADS10 simulates the time evolu-
tion of correlated initial states expressed as matrix product states 
(MPSs). For this work, we consider MPS of a half-infinite system 
with translationally invariant tensors over a two-site unit cell, which 
can be written as

|ψ
0

⟩ =
∑

σ
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Here |σ1σ2…〉 is the eigenstate of all Pauli operators σz

i

 with eigenval-
ues σi; N  are rank-four tensors, that is, χ × χ matrices for each spin 
configuration (σi, σi+1); ℓ is a vector specifying the left-boundary 
condition; and bond dimension χ controls the amount of entan-
glement present in the state (very roughly, to capture a state with 
bipartite entanglement S, one needs χ ≈ eS). As originally discussed 
elsewhere19, any MPS can be realized as a quantum circuit where 
tensors N  are implemented by a unitary UN  acting on a pair of ‘sys-
tem’ qubits (representing a pair of neighbouring spins) initialized to 

|0〉, and nb = ⌈log2χ⌉ ‘bond’ qubits that represent the χ-dimensional 
bond space. Following the language used elsewhere12, we refer 
to MPS prepared this way on a quantum processor as quantum  
MPS (qMPS).

Although a length-2L section of the half-infinite qMPS described 
above naively requires nb + 2L qubits to represent, mid-circuit mea-
surements and qubit reuse allows us to ‘holographically’ represent it 
using only nb + 2 qubits10,20 (Fig. 1b). An MPS evolving in time under 
the influence of a one-dimensional (1D) quantum circuit with lay-
ers of gates acting on neighbouring qubits also admits a holographic 
representation (Fig. 1). Due to the causal ‘light-cone’ structure of 
the quantum circuit and the qMPS initial state, the measurement 
results at the top (larger t) of the circuit are only affected by a subset 
of qubits at the bottom (smaller t). The circuit can, therefore, be 
executed going from left to right in slices bounded by the orange 
dashed lines shown in Fig. 1a,d, where in each slice, two qubits 
are reset for later reuse. Simulating t layers of nearest-neighbour 
time evolution of the MPS with bond dimension χ (equation (1)) 
with holoQUADS requires nb + t + 2 qubits (nb = ⌈log2χ⌉), giv-
ing a logarithmic resource reduction compared with classical 
tensor-network techniques (which require memory scaling polyno-
mially with χ and exponentially in t). Note that the scaling is inde-
pendent of L; therefore, holoQUADS can be used to time evolve 
an arbitrarily large section of a half-infinite qMPS. Moreover, the 
size-2L subsystem simulated by holoQUADS can span multiple 
depth-t light cones of width 2t + 1, which allows for the measure-
ment of correlation functions separated by distances r > 2t + 1 
(which can be non-zero due to the correlations present in the initial  
qMPS state).

Chaotic circuit dynamics benchmark. As the first demonstration 
of holoQUADS, we focus on the dynamics of the self-dual kicked 
Ising (SDKI) model21,22. In this model, a spin chain evolves under an 
Ising interaction and integrability-breaking longitudinal field h and 
is periodically ‘kicked’ by a transverse (X) field:
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Fig. 1 | Holographic simulation of the kicked Ising model. a, Schematic of the SDKI model evolution (t!=!2 Floquet periods) and its quantum circuit 
implementation (t!=!4), which stroboscopically alternates between Ising interactions plus z field and π/2 ‘kicks’ by a transverse (x-axis) field. The green 
squares are dual-unitary gates, and the blue rectangles represent site tensors for the initial correlated MPS, |ψ0〉. b, |ψ0〉 is holographically prepared as a 
qMPS implemented by unitary gates (shown in detail in c) and mid-circuit measurements and resets (here qMPS measurements are shown in the  
σz basis). For holoQUADS, measurements are postponed until after the time evolution (as shown in a). d, The same state preparation and time evolution 
redrawn as a holographic quantum circuit using mid-circuit measurements and qubit recycling (holoQUADS algorithm).
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The mid-circuit measurement and reset operations that enable 
holographic algorithms are performed with high fidelity by tem-
porarily separating28,29 the targeted and spectator ions from one 
another by a distance that is large (≳180 μm) compared with the 1/e2 
radius of the resonant laser beam (between 13 and 20 μm depend-
ing on the zone) used for measurement and reset30. Crosstalk is 
further suppressed by temporarily moving the spectator ions off 
the radio-frequency null, which Doppler shifts the light from reso-
nance31, resulting in crosstalk errors on spectator qubits of ≲1 × 10−3 
for resets and ≲5 × 10−3 for measurements in the worst case (that is, 
for a spectator qubit in the worst-possible location), and nearly an 
order of magnitude lower than that on average.

We prepare an initial qMPS corresponding to equation (4) 
with W = exp[−i

∑

α=x,y,z

K

α

σ

α

⊗ σ

α]. Using the circuit identi-
ties shown in Fig. 1c, we can implement tensors N  (correspond-
ing to W) as a unitary circuit by creating a Bell pair of the physical 
qubits to appropriately reorder the qubit lines. We ran nine holo-
QUADS time-evolution circuits (one for each duration t = 0, 1,…, 8 
of time evolution), in each case executing 16 ‘slices’ of holoQUADS  
(Fig. 1), resulting in a simulation of a 32-site section of the 
half-infinite MPS. The resource requirements for these circuits, such 

as the number of two-qubit gates used, are summarized in Table 1. 
Each circuit was repeated 1,000 times to reconstruct the estimates of 
correlation function Cxx(r, t). The experimental results are summa-
rized in Fig. 3, and show excellent quantitative agreement with the 
exact theoretical results in the thermodynamic limit (Fig. 3c, lines), 
which were obtained by contracting tensor-network diagrams 
described elsewhere25 using the ITensor library32. We clearly observe 
that correlations propagate with the maximum velocity along a 
sharp light cone (Fig. 3a), which is the hallmark of dual-unitary 
circuit dynamics33; furthermore, correlations decay exponentially 
along the light cone, indicating the ergodic (non-integrable) char-
acter of the dynamics (Fig. 3e). Note that the data shown in Fig. 3 
are only a slightly processed form of the raw experimental data. The 
only form of error mitigation we apply is to detect the leakage of the 
bond qubit out of the qubit-state manifold at the end of the holo-
QUADS algorithm (Supplementary Information). The results are 
post-selected on experimental trials without bond-qubit leakage, 
which amounts to neglecting less than 3% of the total data (Table 1 
provides the leakage statistics).

Finally, we note that holoQUADS is not restricted to the  
simulation of dual-unitary models. Results from a holoQUADS  

Table 1 | Experimental resources

t!=!0 t!=!1 t!=!2 t!=!3 t!=!4 t!=!5 t!=!6 t!=!7 t!=!8

No. of qubits 3 5 5 7 7 9 9 11 11
No. of SQ gates 214 273 308 360 394 454 488 556 590
No. of TQ gates 66 87 104 129 146 175 192 225 242

% leaked 3.1 1.7 2.0 1.9 2.4 3.6 3.7 1.7 2.5

The required resources and detected leakage for the nine dual-unitary holoQUADS experiments. Each column corresponds to the simulated time evolution of a half-infinite MPS for time t. For each value of 
t, the associated circuit extracts correlation functions over 32!lattice sites, which involved 32!mid-circuit measurements and qubit resets, and each circuit was repeated 1,000!times to gather statistics. The 
first row lists how many qubits were used in each experiment. The second and third rows list how many single-qubit (SQ) and native two-qubit (TQ) gates were used, respectively. The last row indicates the 
percentage of the 1,000!experimental trials that were discarded due to the detected leakage of bond qubits (Supplementary Information).
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Suppressing quantum errors by scaling a 
surface code logical qubit

Google Quantum AI*

Practical quantum computing will require error rates well below those achievable 
with physical qubits. Quantum error correction1,2 offers a path to algorithmically 
relevant error rates by encoding logical qubits within many physical qubits,  
for which increasing the number of physical qubits enhances protection against 
physical errors. However, introducing more qubits also increases the number  
of error sources, so the density of errors must be sufficiently low for logical 
performance to improve with increasing code size. Here we report the 
measurement of logical qubit performance scaling across several code sizes,  
and demonstrate that our system of superconducting qubits has sufficient 
performance to overcome the additional errors from increasing qubit number.  
We find that our distance-5 surface code logical qubit modestly outperforms an 
ensemble of distance-3 logical qubits on average, in terms of both logical error 
probability over 25 cycles and logical error per cycle ((2.914 ± 0.016)% compared  
to (3.028 ± 0.023)%). To investigate damaging, low-probability error sources, we run 
a distance-25 repetition code and observe a 1.7 × 10−6 logical error per cycle floor set 
by a single high-energy event (1.6 × 10−7 excluding this event). We accurately model 
our experiment, extracting error budgets that highlight the biggest challenges  
for future systems. These results mark an experimental demonstration in which 
quantum error correction begins to improve performance with increasing qubit 
number, illuminating the path to reaching the logical error rates required for 
computation.

Since Feynman’s proposal to compute using quantum mechanics3, 
many potential applications have emerged, including factoring4, 
optimization5, machine learning6, quantum simulation7 and quan-
tum chemistry8. These applications often require billions of quantum 
operations9–11 and state-of-the-art quantum processors typically have 
error rates around 10−3 per gate12–17, far too high to execute such large 
circuits. Fortunately, quantum error correction can exponentially 
suppress the operational error rates in a quantum processor, at the 
expense of temporal and qubit overhead18,19.

Several works have reported quantum error correction on codes 
able to correct a single error, including the distance-3 Bacon–Shor20, 
colour21, five-qubit22, heavy-hexagon23 and surface24,25 codes, as well as 
continuous variable codes26–29. However, a crucial question remains of 
whether scaling up the error-correcting code size will reduce logical 
error rates in a real device. In theory, logical errors should be reduced if 
physical errors are sufficiently sparse in the quantum processor. In prac-
tice, demonstrating reduced logical error requires scaling up a device to 
support a code that can correct at least two errors, without sacrificing 
state-of-the-art performance. In this work we report a 72-qubit super-
conducting device supporting a 49-qubit distance-5 (d = 5) surface 
code that narrowly outperforms its average subset 17-qubit distance-3 
surface code, demonstrating a critical step towards scalable quantum 
error correction.

 
Surface codes with superconducting qubits
Surface codes30–34 are a family of quantum error-correcting codes that 
encode a logical qubit into the joint entangled state of a d × d square 
of physical qubits, referred to as data qubits. The logical qubit states 
are defined by a pair of anti-commuting logical observables XL and ZL. 
For the example shown in Fig. 1a, a ZL observable is encoded in the joint 
Z-basis parity of a line of qubits that traverses the lattice from top to 
bottom, and likewise an XL observable is encoded in the joint X-basis 
parity traversing left to right. This non-local encoding of information 
protects the logical qubit from local physical errors, provided we can 
detect and correct them.

To detect errors, we periodically measure X and Z parities of adjacent 
clusters of data qubits with the aid of d2 − 1 measure qubits interspersed 
throughout the lattice. As shown in Fig. 1b, each measure qubit interacts 
with its neighbouring data qubits to map the joint data qubit parity 
onto the measure qubit state, which is then measured. Each parity 
measurement, or stabilizer, commutes with the logical observables of 
the encoded qubit as well as every other stabilizer. Consequently, we 
can detect errors when parity measurements change unexpectedly, 
without disturbing the logical qubit state.

A decoder uses the history of stabilizer measurement outcomes to 
infer likely configurations of physical errors on the device. We can then 
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determine the overall effect of these inferred errors on the logical qubit, 
thus preserving the logical state. Most surface code logical gates can 
be implemented by maintaining logical memory and executing differ-
ent sequences of measurements on the code boundary35–37. Thus, we 
focus on preserving logical memory, the core technical challenge in 
operating the surface code.

We implement the surface code on an expanded Sycamore device38 
with 72 transmon qubits39 and 121 tunable couplers40,41. Each qubit is 
coupled to four nearest neighbours except on the boundaries, with 
mean qubit coherence times T1 = 20 µs and T2,CPMG = 30 µs, in which 
CPMG represents Carr–Purcell–Meiboom–Gill. As in ref. 42, we imple-
ment single-qubit rotations, controlled-Z (CZ) gates, reset and measure-
ment, demonstrating similar or improved simultaneous performance 
as shown in Fig. 1c.

The distance-5 surface code logical qubit is encoded on a 49-qubit 
subset of the device, with 25 data qubits and 24 measure qubits. Each 
measure qubit corresponds to one stabilizer, classified by its basis  
(X or Z) and the number of data qubits involved (weight, 2 or 4). Ideally,  
to assess how logical performance scales with code size, we would 
compare distance-5 and distance-3 logical qubits under identical noise.  

Although device inhomogeneity makes this comparison difficult, 
we can compare the distance-5 logical qubit to the average of four 
distance-3 logical qubit subgrids, each containing nine data qubits 
and eight measure qubits. These distance-3 logical qubits cover the 
four quadrants of the distance-5 code with minimal qubit overlap, 
capturing the average performance of the full distance-5 grid.

In a single instance of the experiment, we initialize the logical qubit 
state, run several cycles of error correction, and then measure the final 
logical state. We show an example in Fig. 2a. To prepare a ZL eigenstate, 
we first prepare each data qubit in |0#  or |1# , an eigenstate of the  
Z stabilizers. The first cycle of stabilizer measurements then projects 
the data qubits into an entangled state that is also an eigenstate of the 
X stabilizers. Each cycle contains CZ and Hadamard gates sequenced 
to extract X and Z stabilizers simultaneously, and ends with the meas-
urement and reset of the measure qubits. In the final cycle, we also 
measure the data qubits in the Z basis, yielding both parity information 
and a measurement of the logical state. Preparing and measuring XL 
eigenstates proceeds analogously. The instance succeeds if the  
corrected logical measurement agrees with the known initial state;  
otherwise, a logical error has occurred.

Our stabilizer circuits contain a few modifications to the standard 
gate sequence described above (see Supplementary Information), 
including phase corrections to correct for unintended qubit frequency 
shifts and dynamical decoupling gates during qubit idles43. We also 
remove certain Hadamard gates to implement the ZXXZ variant of the 
surface code44,45, which helps symmetrize the X- and Z-basis logical error 
rates. Finally, during initialization, the data qubits are prepared into 
randomly selected bitstrings. This ensures that we do not preferentially 
measure even parities in the first few cycles of the code, which could 
artificially lower logical error rates owing to bias in measurement error 
(see Supplementary Information).

Error detectors
After initialization, parity measurements should produce the same 
value in each cycle, up to known flips applied by the circuit. If we com-
pare a parity measurement to the corresponding measurement in the 
preceding cycle and their values are inconsistent, a detection event 
has occurred, indicating an error. We refer to these comparisons as 
detectors.

The detection event probabilities for each detector indicate the 
distribution of physical errors in space and time while running the 
surface code. In Fig. 2, we show the detection event probabilities in 
the distance-5 code (Fig. 2b,c) and the distance-3 codes (Fig. 2d,e) run-
ning for 25 cycles, as measured over 50,000 experimental instances. 
For the weight-4 stabilizers, the average detection probability is 
0.185 ± 0.018 (1σ) in the distance-5 code and 0.175 ± 0.017 averaged 
over the distance-3 codes. The weight-2 stabilizers interact with fewer 
qubits and hence detect fewer errors. Correspondingly, they yield a 
lower average detection probability of 0.119 ± 0.012 in the distance-5 
code and 0.115 ± 0.008 averaged over the distance-3 codes. The relative 
consistency between code distances suggests that growing the lattice 
does not substantially increase the component error rates during error 
correction.

The average detection probabilities exhibit a relative rise of 12% for 
distance-5 and 8% for distance-3 over 25 cycles, with a typical character-
istic risetime of roughly 5 cycles (see Supplementary Information). We 
attribute this rise to data qubits leaking into non-computational excited 
states and anticipate that the inclusion of leakage-removal techniques 
on data qubits would help to mitigate this rise42,46–48. We reason that 
the greater increase in detection probability in the distance-5 code is 
due to increased stray interactions or leakage from simultaneously 
operating more gates and measurements.

We test our understanding of the physical noise in our system by 
comparing the experimental data to a simulation. We begin with a 

a

Measure qubit (d2 – 1)
Data qubit (d2)

Unused

ZL

XL

Time

b

1Q CZ Meas. DD
c

Subset distance-3

Pauli and measurement
error rates

C
um

ul
at

iv
e 

di
st

rib
ut

io
n

10–3

1

0
10–2

Fig. 1 | Implementing surface code logical qubits. a, Schematic of a 72-qubit 
Sycamore device with a distance-5 surface code embedded, consisting of 25 data 
qubits (gold) and 24 measure qubits (blue). Each measure qubit is associated 
with a stabilizer (blue coloured tile, dark: X, light: Z). Representative logical 
operators ZL (black) and XL (green) traverse the array, intersecting at the lower- 
left data qubit. The upper right quadrant (red outline) is one of four subset 
distance-3 codes (the four quadrants) that we compare to distance-5.  
b, Illustration of a stabilizer measurement, focusing on one data qubit (labelled ψ)  
and one measure qubit (labelled 0), in perspective view with time progressing to 
the right. Each qubit participates in four CZ gates (black) with its four nearest 
neighbours, interspersed with Hadamard gates (H), and finally, the measure 
qubit is measured and reset to |0# (MR). Data qubits perform dynamical 
decoupling (DD) while waiting for the measurement and reset. All stabilizers are 
measured in this manner concurrently. Cycle duration is 921 ns, including 25-ns 
single-qubit gates, 34-ns two-qubit gates, 500-ns measurement and 160-ns reset 
(see Supplementary Information for compilation details). The readout and reset 
take up most of the cycle time, so the concurrent data qubit idling is a dominant 
source of error. c, Cumulative distributions of errors for single-qubit gates (1Q), 
CZ gates, measurement (Meas.) and data qubit dynamical decoupling  
(idle during measurement and reset), which we refer to as component errors.  
The circuits were benchmarked in simultaneous operation using random circuit 
techniques, on the 49 qubits used in distance-5 and the 4 CZ layers from the 
stabilizer circuit38,59 (see Supplementary Information). Vertical lines are means.
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logical operations and circuits, including scaling to large codes, fault 
tolerance and complex non-Clifford circuits.

Logical processor based on atom arrays
Our logical processor architecture, illustrated in Fig. 1a, is split into 
three zones (see also Extended Data Fig. 1). The storage zone is used 
for dense qubit storage, free from entangling-gate errors and featuring 
long coherence times. The entangling zone is used for parallel logical 
qubit encoding, stabilizer measurements and logical gate operations. 
Finally, the readout zone enables mid-circuit readout of desired logical 
or physical qubits, without disturbing the coherence of the computa-
tion qubits still in operation. This architecture is implemented using 
arrays of individual 87Rb atoms trapped in optical tweezers, which can 
be dynamically reconfigured in the middle of the computation while 
preserving qubit coherence7,9.

Our experiments make use of the apparatus described previously 
in refs. 7,8,30, with key upgrades enabling universal digital operation. 
Physical qubits are encoded in clock states within the ground-state 
hyperfine manifold (T2 > 1s (ref. 7)) and stored in optical tweezer arrays 
created by a spatial light modulator (SLM)30,31. We use systems of up to 
280 atomic qubits, combining high-fidelity two-qubit gates8, enabled 
by fast excitation into atomic Rydberg states interacting through robust 
Rydberg blockade32, with arbitrary connectivity enabled by atom trans-
port by means of 2D acousto-optic deflectors (AODs)7. Central to our 
approach of scalable control, AODs10–15,31,33 use frequency multiplex-
ing to take in just two voltage waveforms (one for each axis) to create 

large, dynamically programmable grids of light. Fully programmable 
local single-qubit rotations are realized through qubit-specific, paral-
lel Raman excitation through an additional 2D AOD (ref. 34) (Fig. 1b 
and Extended Data Fig. 2). Mid-circuit readout is enabled by moving 
selected qubits about 100 µm away to a readout zone and illuminating 
with a focused imaging beam7,35, resulting in high-fidelity imaging, as 
well as negligible decoherence on stored qubits (Fig. 1c and Extended 
Data Fig. 3). The mid-circuit10–15 image is collected with a CMOS cam-
era and sent to a field-programmable gate array (FPGA) for real-time 
decoding and feedforward.

The central aspect of our logical processor is the control of individual 
logical qubits as the fundamental units, instead of individual physi-
cal qubits. To this end, we observe that, during most error-corrected 
operations, the physical qubits of a logical block are supposed to real-
ize the same operation, and this instruction can be delivered in paral-
lel with only a few control lines. This approach naturally multiplexes 
with optical techniques. For example, to realize a logical single-qubit 
gate2, we use the Raman 2D AOD (Fig. 1b) to create a grid of light beams 
and simultaneously illuminate the physical qubits of the logical block 
with the same instruction. Such a gate is transversal2, meaning that 
operations act on physical qubits of the code block independently. 
This transversal property further implies that the gate is inherently 
fault-tolerant2, meaning that errors cannot spread within the code block 
(see Methods), thereby preventing a physical error from spreading into 
a logical fault. Crucially, a similar approach can realize logical entan-
gling gates2,4. Specifically, we use the grids generated by our moving 
2D AOD to pick up two logical qubits, interlace them in the entangling 
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Fig. 1 | A programmable logical processor based on reconfigurable atom 
arrays. a, Schematic of the logical processor, split into three zones: storage, 
entangling and readout (see Extended Data Fig. 1 for detailed layout). Logical 
single-qubit and two-qubit operations are realized transversally with efficient, 
parallel operations. Transversal CNOTs are realized by interlacing two logical 
qubit grids and performing a single global entangling pulse that excites atoms 
to Rydberg states. Physical qubits are encoded in hyperfine ground states of 
87Rb atoms trapped in optical tweezers. b, Fully programmable single-qubit 

rotations are implemented using Raman excitation through a 2D AOD;  
parallel grid illumination delivers the same instruction to multiple atomic 
qubits. c, Mid-circuit readout and feedforward. The imaging histogram shows 
high-fidelity state discrimination (500 µs imaging time, readout fidelity 
approximately 99.8%; Methods) and the Ramsey fringe shows that qubit 
coherence is unaffected by measuring other qubits in the readout zone (error 
probability p ≈ 10−3; Methods). The FPGA performs real-time image processing, 
state decoding and feedforward (Fig. 4).
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Suppressing errors is the central challenge for useful quantum computing1,  
requiring quantum error correction (QEC)2–6 for large-scale processing. However,  
the overhead in the realization of error-corrected ‘logical’ qubits, in which 
information is encoded across many physical qubits for redundancy2–4, poses 
substantial challenges to large-scale logical quantum computing. Here we report the 
realization of a programmable quantum processor based on encoded logical qubits 
operating with up to 280 physical qubits. Using logical-level control and a zoned 
architecture in reconfigurable neutral-atom arrays7, our system combines high 
two-qubit gate fidelities8, arbitrary connectivity7,9, as well as fully programmable 
single-qubit rotations and mid-circuit readout10–15. Operating this logical processor 
with various types of encoding, we demonstrate improvement of a two-qubit logic 
gate by scaling surface-code6 distance from d = 3 to d = 7, preparation of colour-code 
qubits with break-even fidelities5, fault-tolerant creation of logical Greenberger–
Horne–Zeilinger (GHZ) states and feedforward entanglement teleportation, as well 
as operation of 40 colour-code qubits. Finally, using 3D [[8,3,2]] code blocks16,17, we 
realize computationally complex sampling circuits18 with up to 48 logical qubits 
entangled with hypercube connectivity19 with 228 logical two-qubit gates and  
48 logical CCZ gates20. We find that this logical encoding substantially improves 
algorithmic performance with error detection, outperforming physical-qubit 
fidelities at both cross-entropy benchmarking and quantum simulations of fast 
scrambling21,22. These results herald the advent of early error-corrected quantum 
computation and chart a path towards large-scale logical processors.

Quantum computers have the potential to substantially outperform 
their classical counterparts for solving certain problems1. However, 
executing large-scale, useful algorithms on quantum processors 
requires very low gate error rates (generally below about 10−10)23, far 
below those that will probably ever be achievable with any physical 
device2. The landmark development of QEC theory provides a con-
ceptual solution to this challenge2–4. The key idea is to use entangle-
ment to delocalize a logical qubit degree of freedom across many 
redundant physical qubits, such that, if any given physical qubit 
fails, it does not corrupt the underlying logical information. In prin-
ciple, with sufficiently low physical error rates and sufficiently many 
qubits, a logical qubit can be made to operate with extremely high 
fidelity, providing a path to realizing large-scale algorithms4. How-
ever, in practice, useful QEC poses many challenges, ranging from 
large overhead in physical qubit numbers23 to highly complex gate 
operations between the delocalized logical degrees of freedom24. 

Recent experiments have achieved milestone demonstrations of 
two logical qubits and one entangling gate5,6 and explorations of new  
encodings25–28.

One specific challenge for realizing large-scale logical processors 
involves efficient control. Unlike modern classical processors that can 
efficiently access and manipulate many bits of information29, quan-
tum devices are typically built such that each physical qubit requires 
several classical control lines. Although suitable for the implementa-
tion of physical qubit processors, this approach poses a substantial 
obstacle to the control of logical qubits redundantly encoded over 
many physical qubits.

Here we describe the realization of a programmable quantum 
processor based on hardware-efficient control over logical qubits in 
reconfigurable neutral-atom arrays7. We use this logical processor to 
demonstrate key building blocks of QEC and realize programmable 
logical algorithms. In particular, we explore important features of 
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Quantum Computers are approaching break-even point as compared 
to best classical computers/algorithms, for specific tasks, mainly 
related to dynamical phenomena in fundamental physics 

Fault tolerant QC is still sometime in future, but no fundamental 
obstacles are foreseen, and when done, there will be no limit.. 

Funding

This project has received funding from the European High-
Performance Computing Joint Undertaking (JU) under grant 
agreement No 101101903. The JU receives support from the Digital 
Europe Programme and Germany, Bulgaria, Austria, Croatia, Cyprus, 
Czech Republic, Denmark, Estonia, Finland, Greece, Hungary, 
Ireland, Italy, Lithuania, Latvia, Poland, Portugal, Romania, Slovenia, 
Spain, Sweden, France, Netherlands, Belgium, Luxembourg, Slovakia, 
Norway, Türkiye, Republic of North Macedonia, Iceland, Montenegro, 
Serbia.

The SLING National Competence Centre is co-funded by the Ministry 
of Higher Education, Science and Innovation.

Media sponsor


