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Premise of the talk
• If computers will be expectedly much 

faster in the near future, what can we 
do with such capacity?

• …what fundamental AI problems 
could be addressed and what 
consequences this could have?

• In the rest of the talk I will highlight 
some of the seemingly fundamental 
AI challenges for the future

Jensen Huang, NVIDIA CEO, March 19, 2024:

"Moore's Law, in its best days, would have 
delivered 100x in a decade," Huang explained. 
"By coming up with new processors, new 
systems, new interconnects, new frameworks 
and algorithms and working with data 
scientists, AI researchers on new models, 
across that entire span, we've made large 
language model processing a million times 
faster."

https://siepr.stanford.edu/news/nvidias-jensen-huang-incredible-future-ai

https://www.youtube.com/watch?v=cEg8cOx7UZk

https://siepr.stanford.edu/news/nvidias-jensen-huang-incredible-future-ai
https://www.youtube.com/watch?v=cEg8cOx7UZk


Five AI challenges  requiring Large Scale
1. Multi-hop reasoning to reach (un)known 

(un)knowns

2. Why GenAI/LLMs works at all?

3. Introducing “World Models“ to relate 
with human understandable world

4. Large (Recursive) AI Agent 
infrastructures to gain emergent 
behaviors

5. Integrating data modalities beyond the 
usual ones



Multi-hop reasoning
Enabling various forms of multi-hop reasoning capabilities, to uncover new knowledge beyond the current 
human comprehension



Intro Example – data & knowledge & reasoning

• Reasoning by Sherlock Holmes:
• https://www.youtube.com/watch?v=Ho6t683GazQ&t=50s

• What Sherlock Holmes is doing in the 
clip?
• Starting with observations (i.e., data)…

• …combining observations with knowledge 
to make data actionable

• …using reasoning to derive new insights

• …typically leading to whatever Sherlock 
needs to resolve the criminal cases

https://www.youtube.com/watch?v=Ho6t683GazQ&t=50s


How LLMs compare to Sherlock?

• LLMs encode textual content 
• …which due to the scale & aggregation mimic reasoning

• …LLMs do mostly analogical reasoning

• LLMs cannot do multi-hop reasoning 
• …unless multi-hop inferences appear in the training data 

• (i.e., it is not systematic, mostly anecdotal, but often 
useful)

• LLMs have no abstract knowledge (and “world 
model”)
• …ie., more or less explicit interpretation of observed data



Reasoning and Advancing human knowledge
• Human knowledge typically advances 

incrementally step by step…
• …in many ways it is similar to reinforcement learning, 

gaining new insights based on trial & error 
experimentation and via reasoning (combining new 
observations with old knowledge)

• By using AI to make multiple steps in a short 
time, human knowledge could advance much 
faster…
• …this would allow to reach yet undiscovered 

concepts and relations and reach insights far from 
what humanity knows today



Phenomena 
Known to Humans
(what people already 
know, but want to model 
and understand)

Phenomena 
Unknown to Humans
(what people typically 
don’t know yet)

Human Interpretable
(provided by a human to a 
machine)

Traditional Statistics, 
Traditional AI, Logic 
Reasoning

Advanced Statistical 
Methods, Unsupervised AI 
(e.g. anomaly detection)

Human Uninterpretable
(created by a machine to 
optimize the solution)

Modern AI (after 2010), 
Deep Neural Networks, 
Transformers, 
Reinforcement Learning

AI to come, e.g., AI with 
“multihop” reasoning, 
Online Reinforcement 
Learning

Phenomena Discovery
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(Un)Known-(Un)Knowns –
Model Representation vs. Phenomena Discovery



Understanding GenAI/LLMs
Understanding in human terms why GenAI works at all



Beyond the Black-Box
• LLM models give amazing results, but we 

don’t understand why?
• …what generates so good results is yet unknown
• …creators of LLMs can tell just that more data and 

more proessing provide better results without 
good explanation

• …emergent behavior appearing at some level of 
scale needs to be understood

• For science to advance we cannot just 
proceed with creating larger and more 
powerful back-boxes
• …we need to start understanding why they work 

well and where are the gaps which we didn’t cover 
before



Why all this is possible now and not in the past?

• In one word: “the scale” 
…the scale of data and 
scale of processing

• What was not expected is 
the, so called, “Emergent 
Behavior” which boosts 
the quality of trained 
models in a non-linear 
way with more processing

• Good overview:
“Emergent Abilities of 
Large Language Models”
• https://arxiv.org/abs/2206.07682

https://arxiv.org/abs/2206.07682


Some early positive results from Anthropic

• In the recent paper (May 2024) Anthropic 
extracted 3M latent concepts from its 
Claude3 Sonet model
• https://www.anthropic.com/news/mapping-

mind-language-model

• By large scale sampling groups of neurons 
were identified responsible for particular 
semantic concepts
• …they are called activation vectors

• By boosting activation vectors we can stimulate 
“LLM brain” to perform in certain directions

https://www.anthropic.com/news/mapping-mind-language-model


Example: The map of the “Inner Conflict” 
concept (Claude3 LLM)

https://transformer-circuits.pub/2024/scaling-monosemanticity/umap.html?targetId=1m_284095

https://transformer-circuits.pub/2024/scaling-monosemanticity/umap.html?targetId=1m_284095


World Models
Introducing a suitable notion of "world models" for better model representation and reasoning



What are World Models?
• World models are more or less explicit 

representation of the environment in which 
systems operate
• …it includes key concepts, relations, dynamic 

characteristics
• …usually such world models allow reasoning of different 

forms

• Good example of world models are “digital twins” 
• …as a virtual representation of an object or system 

designed to accurately reflect a physical entity
• …connecting real-time sensor values with background 

world-model to respond to complex queries (like 
prediction, causality, explainability, anomaly detection…)



CYC KNOWLEDGE BASE
The Common Sense Knowledge 
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How LLM models see the world?

• There is no explicit “world model”
• …i.e., machine does not understand the 

world

• For humans it looks like a “big black-box”
• …since it is expressed in a language not 

understandable by humans

• Internally the black box is a huge network 
of interleaved probabilistic concepts
• …could be visualized as a network of 

interconnected clouds representing concepts



LLM as a 
big black-box

Fragments of 
explainable 
knowledge
(via local “world models”)

LLMs & World Models



Example: extracting First-Order-Logic from LLM Black-Box 
definition for the concept “having a motive to do something”

Prompt: create prolog definition of the concept "having a motive to do something". Use atomic subpredicates, 
possibly taken from OpenCyc common sense vocabulary.



First, we develop small World-Model on “Company 
having a motive to aquire another company”

Prompt: create rich prolog definition of the concept "company 
having a motive to acquire another company". Use atomic 
subpredicates, possibly taken from OpenCyc common sense 
vocabulary.



Second, we take a news article on the “acquisition”
https://www.thedrum.com/news/2024/01/26/microsoft-s-xbox-activision-layoffs-logical-it-levels-up-gaming-experts-say

On the tails of its acquisition of Activision Blizzard in October, the tech titan this week laid off nearly 2,000 employees from its gaming division. 
Microsoft building Microsoft is gearing up to compete more aggressively in the gaming industry / Adobe Stock Microsoft laid off 1,900 employees 
from its Xbox and Activision Blizzard divisions this week – just three months after the company completed its $68.7bn acquisition of Activision 
Blizzard. The cuts represent about 8.6% of Microsoft’s gaming staff. The news comes in a string of layoffs that have rocked the tech world in the 
last year and a half. “It's a very difficult time for publishers, developers, studios and gaming tech platforms, as more and more layoffs continue to 
materialize,” says Alex Ginn, vice-president of demand, UK and EMEA at iion, an advertising platform for brands and game publishers. “However,” 
he says, “the actual consumer market is ever buoyant and positive.” He’s right. Data from the US Commerce Department released last month 
indicates that, despite an outsized number of layoffs in the tech and media space of late, the economy at large is looking healthy. Consumer 
spending is high and, in the fourth quarter, gross domestic product grew at the annualized rate of 3.3%, following a Q3 growth rate of 4.9%. The 
robust state of the US economy makes major waves of tech layoffs all the more perturbing. “These losses are painful,” says Greg Kahn, chief 
executive officer at GK Digital Ventures and an expert in emergent technology and media. “And these layoffs most of us consider jarring in light of 
healthy economic numbers showing inflation stabilizing along with decent GDP growth.” In the gaming space in particular, there may be a variety 
of contributing factors. For one, the boom of mobile, console and PC gaming during the early days of the pandemic may have led to “over-
exuberant hiring and spending,” says Harry Lang, vice-president of marketing at Kwalee, a UK-based video game developer. Today, Lang says, “back 
in the realm of reality, many firms found they were overextended – leading to these mass redundancies. It's hurting a lot of excellent businesses 
and many extremely talented people.” But these factors, Lang, Kahn and Ginn all agree, were not the impetus for Microsoft’s decision to axe 
staffers this week. On the heels of its Activision Blizzard buyout – which faced an antitrust challenge from the US Federal Trade Commission but 
was ultimately given the green light – Microsoft was forced to assess its costs. As Lang puts it: “A significant reduction in headcount was one way 
to pay off some of the $69bn purchase price.” In an internal company memo obtained by The Verge, Microsoft Gaming CEO Phil Spencer explained 
to staffers that the layoffs are part of a larger plan to “[identify] areas of overlap” post-acquisition. It’s a development that Ginn says he predicted 
in early 2022 when Microsoft signaled its interest in acquiring Activision Blizzard. “An expense as high as $69bn, in this turbulent day and age for 
gaming, could never come without repercussions for staff on both sides of the merger,” he says. Another contributing factor may be Microsoft’s 
$10bn investment in OpenAI last year and its ongoing focus on AI development internally. Google and Amazon, for example, both underwent 
rounds of layoffs last year at the same time that they dedicated more resources to AI development. A strategic advantage But Microsoft’s latest 
layoffs, according to some, also have the potential to strengthen its position in the gaming market against its biggest competitors. In short: 
Microsoft strengthens its bottom line if it can operate and grow its burgeoning gaming division with less overhead. “The layoffs represent the 
consolidation of Microsoft’s gaming division. That allows the company to turn its attention to moving forward on its competitive strategy against 
Sony, Nintendo, its primary gaming rivals,” says Kahn. “It’s also looking at comparative upstarts like Roblox, which has done so much to advance 
the gaming landscape.” It’s widely believed that much of Microsoft’s motivation in snapping up Activision Blizzard lay in its desire to take over the 
developer’s large content library – which includes games like Call of Duty, World of Warcraft and Candy Crush. Microsoft’s previous role in the 
gaming market was relegated primarily to device-making: it manufactures Xbox. But competitors like Sony and Nintendo have long operated their 
own gaming studios and developed games – many of which have loyal, global followings. Microsoft’s acquisition of Activision Blizzard was 
ultimately a strategic move designed to enable it to eat up a larger portion of the gaming market by giving it control over more intellectual 
property. “If there’s one thing that defines gaming success [today,] it’s licensing and intellectual property, as opposed to having a best-selling 
console system,” Kahn told The Drum in an interview last fall. “The former is wide open in this increasingly decentralized world; the latter is limited 
by the constraints and trends associated with a particular hardware product.” By securing Activision Blizzard’s iconic games, he says, “Microsoft 
immediately is catapulted into the center of gaming with a dedicated player community, which builds on the company’s existing consoles, PC and 
cloud gaming offerings.” Emergent tech poses new hurdles Its newfound strength in the market doesn’t negate the fact that Microsoft will face a 
slate of new challenges as gaming evolves in tandem with emergent technologies. Development of cloud gaming, decentralized, blockchain-based 
experiences and AI-driven gaming is gaining momentum by the day. Roblox is already a leader in gaming and represents the vanguard of 
blockchain-based experiences. Netflix, meanwhile, is hard at work diversifying its content offerings with a growing collection of cloud-based 
streaming games. (The streaming platform debuted 86 games last year and has more than 90 currently in development). Meanwhile, Apple’s 
Vision Pro headset is set to shake up the gaming space in significant ways. Its spate of spatial games, including Game Room, What the Golf? and 
Super Fruit Ninja engage players in new, immersive ways. This model of gaming could have, in Kahn’s estimation, “huge implications for 
collaborative and creative workplaces, healthcare, and education.” The advancement of new tech in gaming will only create new challenges for 
legacy gaming companies like Microsoft, Sony and Nintendo. They’re challenges that Microsoft will take in stride, Kahn predicts. He’s confident 
that, in 2024, “Microsoft will be accelerating its experiments in AI and immersive experiences within gaming environments.” At the same time, the 
company is likely looking for new ways to generate revenue from advertising and content partners. Inspired by the proliferation of commercial 
experiences on Roblox – where brands like Chipotle, Hilton, Adidas, Walmart and others have found success with limited-edition experiences and 
virtual pop-ups – Microsoft is bound to be investing in new partnership opportunities within the realm of immersive gaming. “It’s an area 
Microsoft has been eyeing for a while and as Apple’s Vision Pro generates more interest in mixed reality, you’re going to see Microsoft act more 
aggressively in that area,” Kahn says. And in light of Microsoft’s strong position in the market today, he expects that “brands and content 
companies are going to be responding with immediate enthusiasm.”

https://www.thedrum.com/news/2024/01/26/microsoft-s-xbox-activision-layoffs-logical-it-levels-up-gaming-experts-say


Third, we ground the news 
article into the World-Model

WorldModel + 
Text 

Grounding



The Hamlet Example
Seeing the world through the eyes of Hamlet



To be, or not to be, that is the question,
Whether 'tis nobler in the mind to suffer
The slings and arrows of outrageous fortune,
Or to take arms against a sea of troubles,
And by opposing end them? To die: to sleep;
No more; and by a sleep to say we end
The heart-ache and the thousand natural shocks
That flesh is heir to, 'tis a consummation
Devoutly to be wish'd. To die, to sleep;
To sleep: perchance to dream: ay, there's the rub;
For in that sleep of death what dreams may come
When we have shuffled off this mortal coil,
Must give us pause: there's the respect
That makes calamity of so long life;
For who would bear the whips and scorns of time,
The oppressor's wrong, the proud man's contumely,
The pangs of despised love, the law's delay,
The insolence of office and the spurns
That patient merit of the unworthy takes,
When he himself might his quietus make
With a bare bodkin? who would fardels bear,
To grunt and sweat under a weary life,
But that the dread of something after death,
The undiscover'd country from whose bourn
No traveller returns, puzzles the will
And makes us rather bear those ills we have
Than fly to others that we know not of?
Thus conscience does make cowards of us all;
And thus the native hue of resolution
Is sicklied o'er with the pale cast of thought,
And enterprises of great pith and moment
With this regard their currents turn awry,
And lose the name of action.--Soft you now!
The fair Ophelia! Nymph, in thy orisons
Be all my sins remember'd.

Creating “World Model” from 
the famous Hamlet’s statement

          

              

         

         

             

             

                   

                 

                      

                  

                        

                              

                      

                      

                 

           

                                  

                     

                      

                          

             

                             

                 

% Scenario: Confrontation with the meaning of life
existentialism(Scenario) :-

confronts_with_meaning_of_life(Scenario),
ponders_existence(Scenario),
questions_ultimate_purpose(Scenario).

% Scenario: Burden of Choice
existentialism(Scenario) :-

faces_burden_of_choice(Scenario),
makes_free_will_decisions(Scenario),
experiences_dread_of_choice(Scenario).

% Scenario: Inevitability of Death
existentialism(Scenario) :-

acknowledges_mortality(Scenario),
reflects_on_life_and_death(Scenario),
struggles_with_finite_lifespan(Scenario).



% Case 1: Entity gives up after a struggle or resistance
surrenders(Entity, Force) :-

resists(Entity, Force),
overwhelmed_by(Entity, Force),
stops_resistance(Entity).

% Case 2: Entity willingly ceases to pursue an objective or course 
of action
surrenders(Entity, Objective) :-

pursues(Entity, Objective),
faces_obstacle(Entity, Obstacle),
considers(Entity, Obstacle),
judges(Entity, Objective, unattainable),
gives_up(Entity, Objective).

% Case 3: Entity concedes to another's will or demand without 
further conflict
surrenders(Entity, Demand) :-

confronted_by(Entity, Demander),
presented_with(Demander, Demand),
evaluates(Entity, Demand),
decides(Entity, comply),
ceases_opposition(Entity, Demand).

% Case 4: Entity accepts a fate or condition without further 
resistance
surrenders(Entity, Fate) :-

faces(Entity, Fate),
realizes(Entity, inevitable(Fate)),
accepts(Entity, Fate),
stops_resistance(Entity).

% Case 5: Entity relinquishes control or power over 
something
surrenders(Entity, Control) :-

has_control(Entity, Control),
loses(Entity, Control),
willingly_relinquishes(Entity, Control).

Hamlet’s “surrenders” 
predicate



Instantiating document into Hamlet’s World Model
https://www.nytimes.com/2024/08/14/us/politics/biden-retirement.html

% Instantiation of existential_uncertainty/1 based on the provided text
existential_uncertainty(biden) :-

is_conscious_being(biden),
contemplates_existence(biden, ["life after presidency", "future roles"]),
encounters_moral_dilemmas(biden, ["balancing legacy with current duties"]),
fears_unknown(biden, ["uncertain future after retirement"]),
experiences_psychological_conflict(biden, ["letting go of power vs continuing to serve"]),
perceives_life_suffering(biden, ["pressure of ongoing responsibilities"]),
questions_afterlife(biden, ["future impact", "legacy"]).

% Example of atomic predicates for this scenario

% Biden as a conscious being
is_conscious_being(biden).

https://www.nytimes.com/2024/08/14/us/politics/biden-retirement.html


is_human(traveler): The subjects in the text are human travelers.
has_consciousness(traveler): Travelers are aware of their physical and mental 
state, reflecting on how to handle jet lag.
seeks_meaning(traveler) and defines_own_meaning(traveler): Travelers seek to 
find meaning in their travel experiences, optimizing their routines to minimize the 
negative impact of jet lag.
faces_freedom(traveler): Travelers have the freedom to choose how they adapt to 
new time zones and environments.
makes_choices(traveler): They make choices to manage jet lag effectively, like 
adjusting sleep schedules and diet.
experiences_anxiety(traveler): Jet lag induces anxiety, fatigue, and other 
discomforts, which travelers must cope with.
experiences_suffering(traveler): Physical symptoms like fatigue and irritability 
represent the suffering travelers endure.
challenges_societal_norms(traveler): Travelers may adopt unconventional 
methods to combat jet lag, challenging norms like meal times or sleep patterns.
confronts_absurdity(traveler): The absurdity of jet lag is acknowledged, but 
travelers still define their own methods to deal with it.
faces_crisis(traveler): The disruption caused by jet lag can be seen as a crisis that 
travelers must manage.
redefines_values(traveler): Travelers may redefine their routines and values to 
better handle the challenges of travel.
takes_responsibility(traveler): Travelers take personal responsibility by following 
strategies to mitigate the effects of jet lag.

https://www.nytimes.com/article/jet-lag-prevention.html

Grouding JetLag article 
into Hamlet’s World 
Model

https://www.nytimes.com/article/jet-lag-prevention.html


(Recursive) AI Agents
Large agent infrastructures to reveal emergent behaviors in collaborative and distributed systems



Recursive AI Agents: Iterative and Adaptive Systems

• Definition: Recursive AI agents are systems that solve complex 
problems by breaking them into smaller, interdependent tasks, 
iteratively improving their solutions based on feedback loops

• Key Characteristics:
• Iterative Improvement: Continuously refine solutions through self-

correction and feedback mechanisms
• Adaptivity: Adjust strategies dynamically to align with evolving task 

requirements
• Hierarchical Approach: Mimic enterprise-like structures with specialized 

sub-agents for task delegation and optimization

• Infrastructure Needs:
• High-Performance Computing (HPC): Essential to handle large-scale 

computations, complex workflows, and recursive feedback processing 
efficiently

• Applications: Effective in domains requiring multi-step reasoning, 
dynamic problem-solving, and real-time adaptability



Example: Geopolitical simulation 
(w/ Wolfram Research)

• Simulate decisions and interactions among country leaders

• Attributes:
• Military & Economic Strength: 1-10 (All start at 5) 
• Start with 1000 “Money”
• Alliances formed
• Aim to increase attributes

• Interactions:
• Free text statement-response
• Agents select interaction partners each round
• Propose strategies to achieve goals

• Agent Actions:
• Free text description
• Unrestricted strategic decisions

• God Agent Role
• Factors in attributes, interactions, actions
• Updates simulation state with justification

• Reference: “Emergent Behaviors from LLM-Agent Simulations” 
• The paper & Wolfram Community post

30

https://ailab.ijs.si/dunja/SiKDD2023/Papers/IS_2023_-_SIKDD_paper_13.pdf
https://community.wolfram.com/groups/-/m/t/2960085


Multimodality / Cross-modality
Integrating data modalities beyond the usual ones used in different areas of science



https://www.gov.uk/government/publications/international-scientific-report-on-the-safety-of-advanced-ai

Where we are
(basic human skills)

Where we go
(advanced 
human skills)

Traditional data modalities 
modelled by AI

https://www.gov.uk/government/publications/international-scientific-report-on-the-safety-of-advanced-ai


AI and data multimodality
• Recent GenAI focused primarily on traditional human 

related modalities (text, speech, vision)

• Science operates in many more data modalities which in 
many ways not addressed yet with GenAI technologies
• …most of these modalities are processed with traditional analytic 

techniques and full exploitation of modern AI didn’t happen yet

• The line of work on foundational models addresses this, but slowly 
due to lack of data and processing power

• Some lines in AI which seem promising are related to 
graphs where the unit of data is a structure observed in the 
nature or society
• …complexity is high and possible gains are high



Possible alternative data modalities

•Seismic Data
•Underwater Acoustic Data
•Advanced Materials Data
•Bioacoustics Data
•Synthetic Biology Data
•Energy Grid Data
•Smart City Data
•Precision Agriculture Data
•Telemedicine Data
•Climate Modeling Data
•Behavioral and Psychological Data
•Wearable Sensor Data
•Genomic Sequence Data

•Hyper-spectral Imaging Data

•Metabolomics Data

•Proteomics Data

•Multi-Omics Data

•Cryo-EM Data

•Quantum Computing Data

•Neuroimaging Data

•Microbiome Data

•Environmental Sensor Data

•Geospatial Data

•Astronomical Spectroscopy Data

•Biomechanical Data



Summary
• To advance the science AI should deal with complexity 

in several ways

• The gains of the scale of processing were a big surprise 
in the last 5 years
• …we didn’t know so much knowledge can be extracted from 

the scale (data+processing)

• Today’s AI is centered around smart retrieval with 
weak reasoning capabilities
• …increasing the reasoning part could lead us to new 

inventions



Questions?


