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Revenue
$14.7B+ (FY2024 guidance)

$7.1B (FY2023)
$5.2B (FY2022)

Worldwide 
Presence

6M+ Sq ft. Facilities Worldwide
1. Silicon Valley (HQ), 
2. Taiwan, 
3. The Netherlands, 
4. Malaysia and others

Production

$25B/yr Production Capacity (CY24)
Top 5 Largest Server System Provider 
Worldwide (IDC & Gartner 2022), ~1.3M 
units annually

Human 
Resource in
4 Campuses

~6000 headcount Worldwide, 
~50% Technical / R&D

Key Growth 
Matrix

#1 in Generative AI and LLM Platforms

500%+ YoY Growth in Accel. Computing
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Industry’s Most Comprehensive Portfolio
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Rack Mounted GPU Multi Node Storage 
Multi Processor
8 x CPU Sockets

Multi Processor
4 x CPU Sockets

Hyper 
2 or 1 x CPU Sockets

CloudDC
2 or 1 x CPU Sockets

WIO
1 x CPU Socket

HGX
8 x GPU SXM

HGX DLC 
8 x GPU SXM

PCIe GPU

MGX 
Grace Hooper

Superblade

MicroCloud

FlexTwin

GrandTwin

BigTwin

All Flash

Front Load

Simply Double

Top Load
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Supermicro Networking - Ethernet
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Supermicro Networking - Infiniband



Confidential
Supermicro Solutions 
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GPU Acceleration (AI/ML, HPC, Omniverse) Data Base & ERP Cloud & Virtualization
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Hybrid 
Supermicro Solutions - Storage 

All Flash 
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GPU Accelerated Workloads
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ML/DL/Inference/Generative AI HPC Enterprise AI

Virtualization & Design Content Delivery (GPT, Copilot) Edge AI
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Supported By Supermicro
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Multi socket

PCIe

CPU+GPU

HGX
H100
H200
B100
B200

H100 NVL
L40S
L4

Grace Hooper
GH200
GB200

CDNA3
MI300X

CDNA3
MI300A

MI210

Gaudi3 UBB

Gaudi3 PCIe

Coming 
Soon

Coming 
Soon
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What GPU Fits The Best for Your Workload?
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Manufacturer GPU Model Architecture DL Training DL 
Inference

HPC/AI Omniverse
VR,AR

AI Video AI Edge

NVIDIA H200 Multi Socket

NVIDIA H100 Multi Socket

AMD MI300X Multi Socket

INTEL GAUDI3 Multi Socket

NVIDIA H100NVL PCIe

NVIDIA L40S PCIe

MI300A CPU+GPU

INTEL GAUDI3 PCIe

NVIDIA L4 PCIe

GH200 CPU+GPU
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1.Parallel Processing Power: GPUs are designed to handle multiple tasks simultaneously, making them highly efficient for 
parallel computations. In deep learning, many operations (like matrix multiplications) can be parallelized, which GPUs excel at 
due to their architecture with numerous cores.

2.High Performance: GPUs are optimized for handling large amounts of data and performing complex calculations quickly. 
They can process thousands of arithmetic operations in parallel, significantly speeding up model training compared to CPUs.

3.Deep Learning Framework Support: Most deep learning frameworks (like TensorFlow, PyTorch, and MXNet) are designed to 
leverage GPU acceleration. They have libraries that automatically distribute computations across multiple GPU cores, 
maximizing performance.

4.Memory Bandwidth: GPUs have high memory bandwidth, allowing them to efficiently handle the large amounts of data 
involved in deep learning tasks. This helps prevent bottlenecks that can slow down training on CPUs.

5.Specialized Architectures: Modern GPUs often include specialized cores and features specifically tailored for deep learning 
tasks, such as Tensor Cores for accelerated matrix operations (e.g., in NVIDIA GPUs).

6.Cost-Effectiveness: GPUs can offer significant speedups in model training time compared to CPUs. This means that training 
large models or processing extensive datasets can be done more quickly, potentially reducing overall training costs in terms 
of time and resources.
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Building AI Infrastructure

What is AI Infrastructure? 

• Compute GPU nodes
• Fast Interconnect (Network)
• Supporting Sys (Storage, MNGM)
• Orchestration Tools (Cluster Management, Cloud & Virtualization)

What do we need for AI Infrastructure?

• Concept
• Planning 
• Data Center
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Building AI Infrastructure 

Concept. Why do you need it?
• Tasks you solve
• Workloads you accelerate
• Monetization 
• AI Factory? Cloud/Multitenancy? Hybrid? 

Planning. 
• Deployment timeline. 
• Selection of GPU models.
• Selection of Interconnect
• Selection of orchestration tools.
• Design 

Data Center. 
• How much power do we have?
• Liquid or Air?
• Racks Layout
• HW Layout inside racks. 
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• xAI Colossus Supercomputer features 6,144 
Supermicro NVIDIA HGX 8-GPU 4U Liquid-Cooled 
Systems

• A multi-billion-dollar cluster, deployed in 122 days
• The basic building block for Colossus is the 

Supermicro liquid-cooled rack
• 8 4U servers each with 8 GPUs, for a total of 64 

GPUs per rack, plus a CDU
• Supermicro’s design is from the ground up to be 

liquid-cooled, and all from one vendor
• Runs on Ethernet, 3,6 Terabit per second each 

server

Featuring

6144
Supermicro 8-GPU 4U 

Liquid-Cooled Systems

Inside the xAI Colossus, Powered by Supermicro

Coverage courtesy of 
@ServeTheHome
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Business Case:  A University in Eastern Europe 

12 DLC + 2 Air RACKs 
 96 DLC GPU Systems  with H200 HGX
 8 PT of NVMe Storage 
NDR 400Gbit Infiniband Network

Overall Cluster Performance FP32 = 6 1.5 PFLOPs  
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Business Case:  A University in Eastern Europe 
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AI Infrastructure Complete Solution
from Supermicro



DISCLAIMER

Super Micro Computer, Inc. may make changes to specifications and product descriptions at any time, without notice. The 
information presented in this document is for informational purposes only and may contain technical inaccuracies, omissions 
and typographical errors. Any performance tests and ratings are measured using systems that reflect the approximate 
performance of Super Micro Computer, Inc. products as measured by those tests. Any differences in software or hardware 
configuration may affect actual performance, and Super Micro Computer, Inc. does not control the design or implementation of 
third party benchmarks or websites referenced in this document. The information contained herein is subject to change and may 
be rendered inaccurate for many reasons, including but not limited to any changes in product and/or roadmap, component and 
hardware revision changes, new model and/or product releases, software changes, firmware changes, or the like. Super Micro 
Computer, Inc. assumes no obligation to update or otherwise correct or revise this information. 
 
SUPER MICRO COMPUTER, INC. MAKES NO REPRESENTATIONS OR WARRANTIES WITH RESPECT TO THE 
CONTENTS HEREOF AND ASSUMES NO RESPONSIBILITY FOR ANY INACCURACIES, ERRORS OR OMISSIONS THAT 
MAY APPEAR IN THIS INFORMATION.
 
SUPER MICRO COMPUTER, INC. SPECIFICALLY DISCLAIMS ANY IMPLIED WARRANTIES OF MERCHANTABILITY OR 
FITNESS FOR ANY PARTICULAR PURPOSE. IN NO EVENT WILL SUPER MICRO COMPUTER, INC. BE LIABLE TO ANY 
PERSON FOR ANY DIRECT, INDIRECT, SPECIAL OR OTHER CONSEQUENTIAL DAMAGES ARISING FROM THE USE OF 
ANY INFORMATION CONTAINED HEREIN, EVEN IF SUPER MICRO COMPUTER, Inc. IS EXPRESSLY ADVISED OF THE 
POSSIBILITY OF SUCH DAMAGES.
 
ATTRIBUTION
© 2022 Super Micro Computer, Inc.  All rights reserved.
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